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Abstract

This paper provides new insights on the importance of family background by linking

1.7 million Dutch children’s incomes to an exceptionally rich set of family character-

istics — including income, wealth, education, occupation, crime, and health. Using a

machine learning approach, I show that conventional analyses using parental income

only considerably underestimate intergenerational dependence. This underestimation

is concentrated at the extremes of the child income distribution, where families are

often (dis)advantaged across multiple dimensions. Gender differences in intergenera-

tional dependence are minimal, despite allowing for complex gender-specific patterns.

A comparison with adoptees highlights the role of pre-birth factors in driving intergen-

erational transmission.
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1 Introduction

Researchers have long been interested in the importance of family background for children’s

economic success. Motivated by the pioneering work of Becker and Tomes (1979), economists

have focused heavily on associations between children’s and parents’ incomes.1 These associ-

ations are commonly used to quantify intergenerational dependence and compare it between

countries, regions, or over time (Blanden (2013), Chetty et al. (2014), Davis and Mazumder

(2024)). While this approach generates great insights into how income transmits from par-

ents to children, it leaves open important questions about the importance of the broader

family background for children’s income.

To get further insights, researchers frequently estimate sibling correlations (Solon (1999)).

By construction, these correlations capture all the influences siblings share—not just parental

income. However, this approach has three key limitations. First, a substantial share of shared

influences may stem from factors unrelated to family background, such as community effects,

common shocks, or spillovers (Collado et al. (2023)). Second, it does not identify which di-

mensions of family background matter most, leaving the underlying drivers unexplained.2

Third, sibling correlations offer little guidance on where in the income distribution fam-

ily background exerts the greatest influence, though such knowledge is crucial for equity

assessments and targeted policy (Hufe et al. (2022)).

This paper studies the importance of the broader family background while addressing

the limitations above. I do so as follows. I first link over 1.7 million Dutch children’s adult

incomes to detailed information on their fathers’ and mothers’ income, assets, debt, occupa-

tion, education, criminal behavior, health, family structure, and various outcomes for aunts

and uncles. To my knowledge, this is the most comprehensive project to date linking multiple

family background characteristics to children’s income with administrative data. I then use

these data in combination with a flexible machine learning model to predict child income,

1See Solon (1999), Black and Devereux (2011), and Mogstad and Torsvik (2023) for reviews.
2Recent papers try to overcome this by integrating parental income, neighborhoods, and schools explicitly

into this framework (Bingley and Cappellari (2019), Bingley et al. (2021)).
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and compare the explanatory power (R2) to that of a simpler model using parental income

alone. This comparison shows how much conventional estimates of intergenerational depen-

dence increase when a broad range of observable family background factors is considered.3

Beyond these aggregate measures, I (i) present the full distribution of children’s expected

income ranks—enabling precise identification of the least and most advantaged families, (ii)

highlight the family characteristics most strongly associated with income, and (iii) extend

the analysis to children’s education and criminal behavior.

Incorporating all family background information increases the R2 from 10.5 percent with

parental income alone to 16.6 percent, marking a 60 percent increase. The comprehensive

model is particularly more effective at identifying highly (dis)advantaged families. For in-

stance, the 1 percent of children with the lowest expected incomes based on parental income

only have an average income rank of 31. With the comprehensive model, this drops to 19.

These children face multiple disadvantages: their parents are often young, separated, have

low income and wealth, limited education, poor health, and criminal records, with similar

disadvantages common among their aunts and uncles. The strongest predictors are parental

and extended family income and wealth, highlighting their central role in measuring inter-

generational dependence. Additionally, the increase in explanatory power is even larger for

children’s completed education (102%) and sons’ criminal behavior (158%).

Another key open question is whether specific family backgrounds affect sons and daugh-

ters differently. I provide novel insights by training separate predictive models for sons and

daughters, allowing for unexplored and potentially complex, gender-specific effects of family

background characteristics. The results reveal only minor differences: the overall explana-

tory power for predicting income is similar for boys and girls, and for predicting education,

it is slightly higher for girls. Moreover, predictions for sons and daughters are almost per-

fectly correlated, suggesting that the key family characteristics driving these predictions are

the same. This conclusion is reinforced by the family background variables’ inability to

3I focus on the R2 because it is easily comparable to conventional mobility measures. Section 2 discusses
how this approach relates to sibling correlations or standard regression estimates.
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meaningfully predict income or education differences between brothers and sisters.

I present two extensions to distinguish between broad mechanisms driving intergener-

ational dependence. First, I show that predicted income differences remain accurate even

among individuals from the same neighborhood, migrant group, or extended family, sug-

gesting that such broader community factors cannot explain intergenerational dependence

well. I then differentiate between pre-birth and post-birth factors by comparing international

adoptees raised in families with different levels of advantage. The results indicate that being

raised from infancy in a family that is associated with a 1 rank higher income for own-birth

children increases the income rank of adoptees by only 0.3. This provides strong evidence

that a substantial share of intergenerational transmission is rooted in pre-birth factors.

This paper makes three contributions. First, it offers new insights into the importance of

family background for children’s long-run income. As discussed above, prior work often relies

on sibling correlations that are constrained by their dependence on unobservable factors.4

While existing studies do link many of the family background variables studied in this paper

to child outcomes, they typically analyze one variable in isolation and align it with the

outcome of the child.5 As a result, we know little about the relative importance of each

background dimension or its relevance for children’s long-run income. This paper addresses

that gap by analyzing these family background characteristics jointly and relating them to

children’s long-run income.

Second, this paper contributes to the small but growing strand of literature on intergen-

erational dependence that incorporates multiple family characteristics.6 Most closely related

are recent papers using machine learning to predict children’s income (Blundell and Risa

4This limitation also applies to name-based estimators of intergenerational dependence (Santavirta and
Stuhler (2024)). As for sibling correlations, there are numerous unobservable factors beyond family back-
ground that may contribute to the similarities among individuals with the same names.

5For instance, Black and Devereux (2011) review studies on the transmission of wealth, jobs, occupations,
welfare receipt, and health.

6Recent contributions are Vosters and Nybom (2017) and Vosters (2018), who aggregate information
from multiple measures into a least-attenuated linear estimator of persistence in a latent variable framework,
Adermon et al. (2021), who propose a new estimator of intergenerational income mobility based on extended
family income, and Eshaghnia et al. (2022), who measure mobility using expected lifetime income, which is
based on multiple parental characteristics.
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(2019), Brunori et al. (2023), Brunori et al. (2024), Chang et al. (2025)).7 I follow a similar

approach, but consider far more detailed information than previous papers, including the

value of specific types of assets and debt, detailed occupation information, health, criminal

behavior, family structure, and extended family outcomes—all of which are shown to be sig-

nificant predictors. Moreover, while previous studies focus on aggregated summary statistics,

this paper provides a substantially more detailed analysis by reporting the full distribution

of expected incomes alongside the corresponding family background characteristics.

Third, this paper sheds new light on gender differences in intergenerational dependence.

Most previous work focuses on son and daughter differences using pooled parental income

or paternal income (Chadwick and Solon (2002), Olivetti and Paserman (2015), Davis and

Mazumder (2024)). Remarkably few studies use information about fathers or mothers sepa-

rately.8 This is the first paper to consider gender differences in intergenerational dependence

that uses multiple family background measures and which allows for highly complex interac-

tion effects between paternal or maternal characteristics and sons’ or daughters’ outcomes.

In addition to predicting income and education levels separately for boys and girls, I fur-

ther extend the analysis by predicting brother-sister differences. This allows for an accurate

analysis of how gender gaps in income and education are related to family background.9

This paper proceeds as follows. Section 2 presents a theoretical framework that links

measures of intergenerational dependence based on regression estimates, sibling correlations,

or predictive models. Section 3 presents the data and Section 4 discusses how this is used

for training the machine learning models. Section 5 presents the main results. Sections 6

and 7 analyze gender differences and mechanisms, respectively. Section 8 concludes.

7Brunori et al. (2023) and Brunori et al. (2024) come from a related literature that quantifies inequality
of opportunity. In section 2, I discuss how this literature relates to the approach in this paper.

8Notable recent works that address this gap are Brandén et al. (Forthcoming) and Ahrsjö et al. (2023),
who study gender-specific trends in intergenerational mobility in Scandinavian countries, and Althoff et al.
(2024), who study historical trends in the US between 1850-1940 using multiple parental inputs, including
separate measures of maternal and paternal human capital.

9Some studies focus specifically on gender differences in the most disadvantaged families (Bertrand and
Pan (2013), Chetty et al. (2016) Brenøe and Lundberg (2018), Autor et al. (2019), Lei and Lundberg (2020),
Autor et al. (2023)). I report results for different types of (dis)advantaged families in section 6.
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2 Theoretical Framework

This section presents a simple framework linking the approach in this paper to intergenera-

tional mobility estimates, sibling correlations, and inequality of opportunity estimates. The

analysis is at the population level. Model estimation, evaluation, and inference are discussed

in section 4.

Let Ysf be the income of a child s in a family f and let Yf be parental income. Let Xf =

(Yf , Xf1, ..., Xfk) ⊂ X be the observable features that siblings share and Zf = (Zf1, ..., Zfl) ∈

Z be the unobservables features that siblings share.10 Consider the following two conditional

expectations function decompositions of Ysf :
11

1. Sibling model :

Ysf = E[Ysf |Xf ,Zf ] + esf = f(Xf ,Zf ) + esf , (1)

2. Observables model :

Ysf = E[Ysf |Xf ] + νsf = g(Xf ) + νsf , (2)

where E[esf ] = E[esfh(Xf ,Zf )] = 0 for any h : X × Z → R and E[νsf ] = E[νsfm(Xf )] =

0 for all m : X → R. Both models decompose income variation into mean differences

between groups and residual variation within groups. In the sibling model, the groups

consist of siblings, who by construction share both observable and unobservable features. In

the observables model, the groups include all children sharing the same observable family

characteristics.

The primary objective of this paper is to measure the importance of observable family

10I focus exclusively on variables that siblings share. As a result, parental factors differing between siblings,
such as life-cycle variations in earnings or birth order effects, are excluded from the analysis. Restricting the
model to variables that siblings share allows me to easily compare the results to sibling correlations.

11See, for example, Angrist and Pischke (2009) theorem 3.1.1 for a proof. The decompositions provide
statistical associations and do not represent causal relationships.
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background characteristics for children’s income. I quantify this by the share of income

variation attributable to differences in g(Xf ) — the conditional mean for individuals with

observable family background Xf - as opposed to residual variation in income νsf . This

corresponds to the non-parametric R2 of the observables model:

R2
y|g =

V (g(Xf ))

V (Ysf )
. (3)

I commonly refer to this metric as the ‘explanatory power’.

Fudenberg et al. (2022) show that a predictive model can explain a small amount of the

variation in outcomes, and yet capture most of the predictable variation given the set of

variables. There is an interesting analogy for the current setting. That is, the sibling-shared

environment can have little explanatory power for income, which means that f and g will

have little explanatory power. Still, however, g can be a good approximation of f . I call

the fraction of the variance in f(Xf ,Zf ) that is explained by g(Xf ) the models’ sibling-

completeness :12

R2
f |g =

V (g(Xf ))

V (f(Xf ,Zf ))
=

R2
y|g

R2
y|f

, (4)

where R2
y|f = V (f(Xf ,Zf ))/V (Ysf ) equals the sibling correlation. Even though f relies on

unobservables, R2
y|f is identified because its value coincides with the correlation between two

randomly drawn siblings. A value of R2
f |g close to zero means that siblings’ similarities arise

from factors uncorrelated with the observables. On the other hand, if R2
f |g is close to one,

then the observables are nearly as predictive as the model that includes unobservables Zf .
13

12Blundell and Risa (2019) consider another measure of completeness. They assume that a tuned machine
learning model with many variables is the complete model and assess how well a linear model with only income
performs relative to this model.

13Standard decompositions of sibling correlations rely on strong linearity and homogeneity assumptions
(Solon (1999)). An exception is Bingley and Cappellari (2019), who show that allowing for unobserved
heterogeneity in transmission across families greatly increases the importance of parental influences. Instead
of modeling unobserved heterogeneity, the decomposition above shows how flexible predictive models with
many observable variables can be related to sibling correlations.

6



An intergenerational mobility regression of Ysf on Yf represents a specific case of the

broader observables model (2). It uses a subset of the observables - parental income only

- and imposes a linearity restriction. Consequently, whereas the sibling correlation bounds

the explanatory power of g(Xf ) from above, the explanatory power of an intergenerational

mobility regression is weakly lower than that of the full observables model. There is a one-

to-one relationship between the slope of this regression, β, and its explanatory power: R2 =

β2V (Yf )/V (Ysf ). As a result, intergenerational mobility coefficients are easily comparable

to explanatory power estimates from sibling correlations or predictive models.

Finally, a closely related approach from the inequality of opportunity literature makes

similar decompositions as in Equation 3, but typically uses other inequality measures than

the variance. This is called the ex-ante approach to quantifying inequality of opportunity.14

This literature uses multiple observable factors as explanatory variables, referred to as ‘cir-

cumstances’, which are beyond an individual’s control. The findings in this paper are specific

to inequality of opportunity arising from family circumstances, a subset of all possible cir-

cumstances.

3 Data

I use administrative data on the entire population of the Netherlands from Statistics Nether-

lands.15 Individual identifiers enable me to join records associated with an individual across

a range of government services, such as the personal register, tax statements, enrollments

in education, crime incidents, neighborhood residency, and healthcare insurance reimburse-

ments. This section describes the sample selection, outcomes, explanatory variables, and

descriptive statistics.

14A detailed explanation of this and related approaches can be found in Roemer and Trannoy (2016)
and Ramos and Van de gaer (2016). Brunori et al. (2024) discuss in detail how intergenerational mobility
coefficients and inequality of opportunity estimates are related.

15The administrative data from Statistics Netherlands is available at a remote-access facility after signing
a confidentiality agreement.
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Sample. For the main analysis, I consider all children born in the Netherlands between

1980 and 1989. I drop 3.4 percent of children due to missing income records of the children,

mostly because of emigration and a small portion due to death. This yields a sample of

1,704,065 children. For the education and crime analyses, I focus on children born between

1985 and 1989. This is due to the unavailability of suitable education or crime records for

earlier periods. I exclude 0.5 percent of children from the education sample due to missing

records, resulting in a sample of 908,876 children. The crime analysis focuses exclusively on

boys, resulting in a sample of 463,625 children.

Children’s household income. The main outcome in this paper is a child’s long-run house-

hold income. I focus on household income because it provides a reliable measure of economic

resources even in the case of non-participation in the labor market and it is commonly

used in intergenerational mobility studies (Chadwick and Solon (2002)). The income regis-

ter records the gross household income extracted from (joint) tax statements spanning the

period between 2003 and 2023. Household income encompasses all income from employ-

ment, entrepreneurship, and capital as well as income insurance payments, social security

benefits, conditional transfers, receiving income transfers, and employers’ and employees’

contributions to social insurance premiums.1617 I measure income in 2024 euros, adjusting

for inflation using the consumer price index.

I use the income data to construct a proxy for children’s lifetime household income. A

well-known challenge is that snapshots of an individual’s income are prone to measurement

error due to transitory income shocks (Mazumder (2005)) and life-cycle bias arising from

heterogeneous age-income profiles (Haider and Solon (2006)). To mitigate these issues, I

16Income insurance payments concern benefits from social insurance, national insurance and private insur-
ance related to unemployment, illness, disability or retirement. Social security benefits concern government-
sponsored transfers such as welfare benefits or veteran pension payments. Conditional transfers are transfers
tied to specific payments, such as rental or study allowances. Receiving income transfers consist of transfers
between households such as alimony received from the ex-spouse.

17Some children still live with their parents when I measure their income. In these cases, I define the
income of the children as their gross personal income and that of the parents as the household income minus
the total gross personal income of the children who still live at home.
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average each individual’s household income over all available years starting from age 30.18

Because the oldest children were born in 1980, income is measured at most up to age 43.

Overall, 96 percent of children have at least five years of income data contributing to their

average household income, with a mean of nine income observations per child.

I then define children’s income ranks based on their positions in the distribution of long-

run household income in their respective cohorts. I focus on ranks due to their low attenua-

tion bias, stability over the life cycle, and ease of comparability with other intergenerational

mobility research that frequently adopts rank-based metrics (Chetty et al. (2014), Nybom

and Stuhler (2017)). For robustness, I also provide results using alternative specifications,

including averaging incomes over different time spans or ages, as well as income levels or

personal income ranks instead of household income.

Children’s education and crime. The education registers contain individuals’ highest at-

tained education until 2022. I use these data to construct a years-of-education variable

according to the conversion table in Appendix D.

The crime register data contains all offenses reported to the police between 2005 and

2022. The data contain the reporting date, the offense type, and the individual identifier

of the suspected offender(s) whenever there is a known suspect. The crime outcome is an

indicator of whether a child has been suspected of any violent crime at ages 20 to 33. This is

the longest age window for which I can accurately observe children’s criminal behavior and

corresponds to prime ages when children commit crimes. I focus on violent crimes because

of their high societal costs and because these provide a unique manifestation of lower-level

acquisition of non-cognitive skills in my data.19

18I exclude years in which household income falls below €1,000, as these often correspond to individuals
with significant wealth but low reported income in that year.

19Violent crime includes the following categories from the Dutch penal codes: theft with violence, robbery,
assault, public violence, violence against a civil servant, stalking, crime against life, kidnapping/deprivation
of liberty, human trafficking, threat, sexual assault, rape, and other violent crime.
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Parental household income. I estimate each parent’s lifetime household income by aver-

aging their annual incomes up to age 60. Since most parents were born in the 1950s, their

first incomes are typically observed around their late 40s. On average, fathers have 12 income

observations and mothers 14. Following Chetty et al. (2014), parental income is defined as

the average of the father’s and mother’s lifetime household income. The parental income

rank is then based on the position within the parental income distribution of all children in

the analysis sample.

Other explanatory variables. The other family background variables are motivated by prior

research demonstrating that, beyond income, parents’ education, wealth, health, occupa-

tion, criminal behavior, family structure, and similar variables of aunts and uncles are all

predictive of child outcomes. These dimensions reflect key aspects of ‘socioeconomic status’,

frequently studied by economists and sociologists. Table 1 describes how all variables are

classified into seven categories. Except for household income and wealth, which are measured

at the household level, all variables are included for the father and the mother separately.

Altogether, the set comprises 75 continuous variables, 8 binary indicators, and 2 categorical

variables each containing 68 distinct categories. Appendix B provides descriptive statistics

for the core sample, including all explanatory variables, as well as a detailed explanation of

how the explanatory variables are constructed.

Although the data are rich, they come with two limitations. First, because Statistics

Netherlands began systematically storing administrative data primarily in the 2000s, some

parental outcomes are observed only after their children have left the household. Conse-

quently, my results may underestimate the importance of family background compared to a

model that includes information on parents’ resources and well-being during their children’s

formative years. Nonetheless, many parental characteristics are highly persistent over the

life cycle, making them a reasonable proxy for the family environment at earlier ages.20

20This is supported by Eshaghnia et al. (Forthcoming), who show that differences in intergenerational
mobility estimates due to different types of resources being analyzed are much larger than differences due to
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Second, as shown in Table B1, despite the extensive coverage of variables, some gaps

persist. For instance, education records for the parents’ generation are incomplete, as sys-

tematic recording began in the 1980s. Additionally, data on fathers are missing for 3 percent

of children, resulting in the omission of all related paternal outcomes in those cases. Ex-

tended family outcomes are also unavailable for some children, often because their parents

have no siblings or their grandparents cannot be identified, making it impossible to link to

aunts or uncles. To preserve the full sample, I use indicators to denote missing information

instead of excluding incomplete observations.

Table 1: Explanatory Variables

Income Average values of the following income variables after 2003 and up to age
60: household income, personal income, and personal earnings. I also
compute the most important sources of personal income over this period
(in 11 categories), and the share of household income due to transfers.

Wealth Average value of the following types of household assets and debt
between 2006 and 2011: bank and savings balances, bonds and shares,
real estate, entrepreneurial assets and liabilities, other assets, mortgage
debt, study debt, and other debt.

Occupation Average hourly wage and most important sector of employment (in 68
categories) between 2006 and 2009.

Education Highest level of completed education.

Health Average healthcare costs between 2009 and 2011 for 5 categories∗:
general practitioner, hospital, pharmaceutical, mental health care, and
dental care.

Crime Indicators of whether the parent has been suspected of a property,
violent, or other type of crime between 2005 and 2010.

Family structure Parents’ family size, age-at-first-birth, birth order, household type†,
father or mother presence†, parental death†, child family size, and
whether the father or the mother are identified in the child-parent
register.

Extended family
outcomes

Average years of education, household income rank, wealth rank, total
health costs, and share of all siblings of the parent who have been
suspected of a crime.

Notes: this table describes the explanatory variables used in the main analysis. A detailed explanation of each
of the variables and descriptive statistics can be found in Appendix B.
∗: Healthcare costs are based on healthcare insurance reimbursements. Basic healthcare insurance is mandatory
for all residents and covers a wide range of medical services (see also Appendix B).
†: Household type consists of three categories: registered partner, non-registered partner, or single. Father
(mother) presence is an indicator of whether the father (mother) is registered in the same household as the child.
Household type, father/mother presence, and parental death are all measured at age 15 of the first child.

the age of the children at which these resources are measured.
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4 Model training and evaluation

The objective is to train a predictive model, ĝ, that accurately predicts the conditional

expectation function g (see equation 2). A key challenge is that the true functional form of

g is unknown. Variables may enter g in a non-linear manner or interact with other variables.

In these cases, flexible machine learning methods can outperform linear regression models.

Accordingly, I employ gradient-boosted decision trees Friedman (2001).21 Single decision

trees partition the covariate space into regions with similar outcome values, predicting the

average value for new observations within the same region. Gradient-boosted trees refine

predictions by employing multiple trees, where each successive tree is trained on the residuals

of prior trees. This iterative process allows gradient-boosted trees to effectively handle highly

non-linear data-generating processes with complex interactions between variables. Their

complexity depends on several parameters, including the maximum number of splits per

tree, the minimum gain required for a split, the total number of trees, and the learning rate.

Model training and evaluation proceed as follows. For each analysis requiring a separate

predictive model, I randomly split the sample into a training set (80 percent) and a test set

(20 percent). The training data is used to optimize parameters and train the model, while

the test data is reserved for evaluation, ensuring the model has not seen the observations

it predicts. Specifically, I perform 5-fold cross-validation on the training data to determine

the optimal parameter values, and then train a final model on the full training set using

these parameters. This model is then applied to observations from the test data to estimate

the out-of-sample explanatory power R2
y|ĝ. Generally, all results in this paper that rely on

predictions are based on observations from the test data.

Sampling variability affects estimates of explanatory power in two distinct steps. First,

the model is trained on a specific draw of the training data. Second, the model’s explanatory

power is evaluated using a specific draw of the test data. Both steps will be numerically

21I also experimented with other machine learning methods, which produced similar or inferior perfor-
mance.
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different for different draws and sizes of the data, and so are subject to uncertainty. To

gauge the uncertainty arising from the first step, I test the sensitivity of prediction error to

sample size reductions. If, even with less data, the prediction error remains constant, then

this suggests that the uncertainty from the first step is low. Taking the tuned model ĝ as

given, I gauge uncertainty from the second step by computing confidence intervals for R2
y|ĝ

using a bootstrap.22

5 Main Results

5.1 Intergenerational Income Mobility in the Netherlands

This section provides a baseline analysis of intergenerational income mobility in the Nether-

lands and compares it to similar estimates from other countries.

Figure 1 presents a scatter plot of children’s income ranks relative to their parents’ income

ranks. The X-axis is divided into 200 bins, each representing half a percentile and containing

roughly 8,500 children. The dots correspond to the mean household income rank of children

given their parents’ household income rank. Child income increases linearly between the

10th and the 90th income ranks but increases steeply at the tails of the parental income

distribution.23 Such an inverse S shape is commonly found in other countries. An OLS

regression yields a slope coefficient of 0.32, indicating that a one-rank increase in parental

income corresponds to a 0.32-rank increase in children’s income on average.

The rank-rank correlation of 0.32 positions the Netherlands among the developed coun-

tries with relatively strong persistence. Intergenerational persistence in the Netherlands is

higher than in Sweden, Denmark, Australia, Norway, Germany, and Canada (0.20-0.24),

22Ideally, the bootstrap is applied to both steps simultaneously, such that for each draw of the data b, a
new model ĝb is trained and evaluated. However, as tuning the machine learning models is time-consuming,
this is computationally infeasible. As such, I analyze uncertainty from the first step separately.

23As noted before by Van Elk et al. (2024), there is some measurement error at the very bottom of the
parental income distribution. Some of these parents have extremely low income but high wealth. Removing
the bottom 0.5 percent of the sample does not affect the estimates much.
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Figure 1: Mean Child Income Rank vs. Parent Income Rank

Notes: this figure presents a nonparametric scatter plot of mean income ranks versus parental income rank.
The sample consists of N = 1, 703, 392 children. The X-axis reports the parent income rank sorted into 200
equal-sized bins. The Y -axis reports the mean income rank within each bin.

similar to France, Italy, and the UK (∼ 0.30), and lower than in the US (0.36).24 Despite

the Netherlands’ reputation for relatively low-income inequality and affordable, high-quality

education, intergenerational mobility appears surprisingly low.25

Alternative mobility estimates are presented in Appendix B. These include the commonly

used intergenerational income elasticity (IGE), which also equals 0.32, and separate analyses

for sons and daughters using personal income ranks, which both yield estimates of 0.29.

Moreover, I vary the number of years over which income is measured and the specific periods

in parents’ or children’s lives when their incomes are recorded. These robustness checks

suggest that the estimates are robust to measurement error and lifecycle bias. Consequently,

additional explanatory power gained from incorporating more variables is unlikely due to

these variables merely correcting for measurement error in the parental income variable.

24See (in the same order): Heidrich (2017), Helsø (2021), Deutscher and Mazumder (2020), Bratberg
et al. (2017), Corak (2020), Kenedi and Sirugue (2023), Acciari et al. (2022), Rohenkohl (2023), Davis and
Mazumder (2024).

25The estimated rank-rank correlation is higher than the 0.22 estimate reported in Van Elk et al. (2024).
This paper uses fewer years of income information for parents and children (3 years), measures income
at younger ages for children, does not trim incomes below €1000, and applies stricter sample selection
restrictions, all of which may result in smaller estimates.

14



5.2 Including Detailed Parental Information

The previous section demonstrates a substantial degree of intergenerational dependence

based on parental income only. This section explores by how much incorporating the ad-

ditional observable dimensions detailed in Section 3 increases estimates of intergenerational

dependence. It also identifies where along the income distribution these increases are most

pronounced and highlights key family characteristics linked to low or high child income.

To quantify the overall increase in intergenerational dependence, I compare the explana-

tory power of a model using only parental income with that of a model incorporating all

explanatory variables. Both models are trained and evaluated on the same training and test

data. For the income-only model, I non-parametrically predict a child’s income rank in the

test data by the mean income rank of all children in the training data with the same parental

income rank and year of birth. This model achieves an explanatory power of 10.5 percent.

The predictions using all explanatory variables are generated by a tuned gradient-boosted

decision tree, as described in Section 4.

Adding all information about the parents reveals substantially stronger intergenerational

dependence. The comprehensive model achieves an explanatory power of 16.6 percent, mark-

ing a 60 percent increase compared to the income-only model. To put this into perspective,

increasing the rank-rank correlation from 0.32 to 0.41 results in the same increase in R2.26

While this may seem modest, it is significant, considering the difference in rank-rank cor-

relation between Sweden (high mobility) and the US (low mobility) is about 0.16. More-

over, the increase in R2 far exceeds the gain achieved from using all available income data

(R2 = 10.5%) versus one year of income data (R2 = 7.6%) in a rank-rank regression.27 This

source of measurement error has received considerable attention in the literature (Mazumder

(2005), Nybom and Stuhler (2017)).

While the explanatory power is already interesting by itself, it does not reveal how family

26I use here that in a rank-rank regression, R2 = β2 (i.e. 0.412 − 0.322 = 0.166− 0.105 = 0.061).
27See Table A2 columns 1 and 9.
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background effects vary. For instance, are there family types where children have exception-

ally high or low income? To explore this, Figure 2 provides a binscatter plot of children’s

income ranks, sorted from lowest to highest predicted income. Specifically, the X-axis di-

vides the test dataset into 200 bins, each containing approximately 1,700 children, based on

their predicted income ranks within their cohort. The Y-axis reports the average observed

income rank for each bin. The blue dots represent children grouped by predicted income

using parental income alone, while the orange dots reflect groupings based on predictions

from the comprehensive model.28

Figure 2 shows that the comprehensive model is particularly more effective at identifying

highly (dis)advantaged families. For instance, in the income-only model, the 1 percent of

children with the lowest expected income have an average income rank of 31. With the

comprehensive model, this drops to 19. Similarly, for the top 1 percent, the income-only

model estimates an average rank of 70, while incorporating additional family background

information raises this to 75. Even within this top 1 percent there are striking differences:

children in the top 0.5 percent reach an average rank of 78, five ranks higher than the next

0.5 percent.

What distinguishes children at the bottom and top of the predicted income distribution?

Table 2 highlights some family background characteristics across the predicted income dis-

tribution, focusing on the most advantaged and disadvantaged children. Each column bins

children from a distinct group: the first column includes the 0.5 percent of children with

the lowest predicted incomes, the second column covers the next 0.5-1 percent of children

with the lowest predicted incomes, and so forth. The first and last four columns include the

10 percent of children with the lowest and highest expected incomes, while the fifth column

contains all children in between. Row 1 shows the corresponding mean income ranks and

the remaining rows report family background characteristics.

28The blue graph in Figure 2 closely resembles the black graph in Figure 1. There are two differences: it
shows only observations in the test data, and children are ranked by predicted income rather than parental
income. These rankings differ slightly due to small non-monotonicities in the relationship between parental
income and mean child income, as shown in Figure 1.

16



Figure 2: Predicting Child Income with Detailed Parental Information

Notes: this figure presents binscatter plots of income ranks for 340,813 children in the test data, who are
sorted into bins based on their predicted income rank according to two models. Both models are trained to
predict children’s income ranks using the same training sample of 1,704,065 children but include different
explanatory variables. The orange graph is constructed as follows: (i) predict the income ranks of all children
in the test data using the model with all explanatory variables, (ii) rank the predictions from low (0) to
high (1) within a child’s cohort, (iii) sort all children into 200 equal-sized bins based on their ranking, and
(iv) calculate the average income ranks within each bin. The blue graphs are constructed similarly using the
predictions from the model that uses parents’ income only. Confidence intervals for the R2 are bootstrapped
from the test data using 599 draws.
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Table 2: Family Background Characteristics across the Predicted Income Distribution

Predicted Income Bins

0- 0.005- 0.01- 0.05- 0.1- 0.9- 0.95- 0.99- 0.995-

0.005 0.01 0.05 0.1 0.9 0.95 0.99 0.995 1

Child income rank 17.7 20.5 25.8 31.2 50.5 65.7 69.9 72.8 78.1

Parental income rank 5.9 8.0 11.5 16.1 49.3 87.8 93.2 97 98.6

Parental wealth rank 13.5 14.9 15.6 17.2 50.6 75.4 81.4 88.0 90.7

Max. education parents 8.1 8.6 9.4 9.9 13.1 16.1 16.7 17.1 17.4

Health costs parents 4,532 4,231 3,843 3,719 2,571 1,844 1,816 1,818 1,782

Crime father 0.56 0.42 0.30 0.19 0.05 0.02 0.03 0.03 0.03

Extended family income 17.2 20.4 25.1 30.4 49.3 64.4 69.3 74.9 79.3

Extended family wealth 19.4 21.6 24.7 29.1 51.0 64.8 68.8 73.5 76.7

Father presence 0.32 0.35 0.48 0.63 0.88 0.97 0.98 0.99 0.98

Age at first birth mother 22.1 22.9 24.0 25.2 27.1 28.4 28.7 29.0 28.9

N 1,704 1,704 13,632 17,041 272,650 17,041 13,632 1,704 1,705

Notes: Each column shows descriptive statistics for a group of children in the test data from the same predicted income bin. All
values are averages, with missing values excluded from the calculations. The predicted income bins are constructed by predicting the
income ranks of all children in the test data using the model with all explanatory variables, ranking them from low to high, and sorting
them into bins according to their position in the predicted income distribution. Health expenditures parents equals the average health
expenditures of the father and mother between 2009 and 2011. Extended family income (wealth) is calculated as the average income
(wealth) rank of the father’s and mother’s siblings. The other variables are discussed in Table 1.

Table 2 shows that children at the extremes face multiple (dis)advantages. The first

four columns show that the most disadvantaged children have parents with low income and

wealth and who are often minimally educated, have high health expenditures, and are often

suspected of crimes. Their aunts and uncles also have low income and wealth, and their

parents are often young and separated. In contrast, the family background characteristics of

the most advantaged children are the polar opposites of those of the disadvantaged children.

Although the variables in Table 2 are all correlated with child income, they are not

equally good predictors. In Appendix C, I present a detailed graph illustrating the variable

importance of the 30 most predictive variables, calculated using Shapley values. This analysis

reveals two insights. First, all variables except for whether the father or mother is identified

contribute to the predictions, indicating that each adds valuable information to the analysis.

Second, income and wealth variables for parents and extended family exert the strongest

influence on predictions. The top nine predictors fall into these categories, underscoring the

essential role of income and wealth data in measuring intergenerational dependence.
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5.3 Additional results

Sibling completeness. While models with income only underestimate intergenerational de-

pendence, sibling correlations can overestimate it by capturing all influences shared between

siblings. The sibling correlation in income is 0.31.29 This implies that the sibling com-

pleteness of the comprehensive model is about 50 percent (0.16/0.31, see equation 4). The

remaining half of the sibling correlation may be explained by other shared factors, such as

community influences, shocks, or spillovers, that are uncorrelated with the included variables.

The previous subsection highlights two advantages of the prediction approach over sib-

ling correlations. First, while both provide aggregate measures of explanatory power, the

predictive model is more transparent due to its reliance on observable inputs. Second, the

prediction approach enables visualization of the full distribution of expected incomes, re-

vealing strong patterns of intergenerational dependence at the tails. The sibling correlation

approach relies on many imprecisely estimated family fixed effects, making it unsuitable for

such a granular analysis.

Functional form. How much of the improvement in explanatory power can be attributed

to additional variables versus using a flexible machine-learning model? A straightforward

OLS model, which includes all variables linearly, achieves an explanatory power of 15.3

percent.30 This is close to the explanatory power of the comprehensive model, suggesting

that incorporating a broader range of information is more critical than allowing for complex

interactions and non-linearities.

Robustness. Table B2 shows that the explanatory power estimates are consistently high

across different sample sizes, even when using only 1 percent of the core sample (approx-

imately 17,000 observations). This demonstrates that while administrative data provide

comprehensive coverage, similar analyses can be effectively conducted with smaller datasets.

Table B3 varies the number of years and ages at which child income is measured. The results

29This is estimated by the adjusted R2 of a regression of income on family fixed effects and birth year
with the core sample.

30The 95% confidence interval is (0.152, 0.154). Coefficient estimates are available upon request.
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from this analysis mimic that of the robustness of the rank-rank correlation in Appendix A.

Explanatory power attenuates when fewer years of income are used, but stabilizes once at

least five years of income are used. It also decreases somewhat when income is measured in

the early 30s, but stabilizes after age 34. This indicates that the influence of attenuation or

life-cycle bias is likely minimal.

Predicting income levels. The heightened intergenerational dependence shown in Figure

2 raises concerns for societies that are averse to disparities in expected income driven by

family background. To further illustrate these equity implications, Figure B1 presents results

analogous to those in Figure 2, but with models predicting income levels instead of ranks.

This figure highlights the scale of expected income disparities. For instance, the gap between

the top 1 percent and bottom 1 percent of expected incomes is about €120,000 — equal to

1.2 median incomes or 1.9 standard deviations.

5.4 Predicting Education and Crime

This section reports results for children’s completed education and criminal behavior. As

violent crimes are predominantly committed by men, I focus on men’s criminal behavior

only, but in Appendix B2, I report results for women’s criminal behavior too.

Figure 3 (a) presents the results for education. The explanatory power of the income-

only model is 12.7 percent.31 Incorporating all explanatory variables significantly boosts

explanatory power for education, doubling it to 25.7 percent. This increase in explanatory

power is considerably larger than for income. The graphs reveal strong differences in chil-

dren’s education by family background. For example, children with the 5% lowest predicted

education levels have on average less than 12 years of education, frequently dropping out

without essential qualifications, whereas children with the 5% highest predicted education

levels have on average 17.1 years of education, corresponding to an undergraduate degree.

31Intergenerational mobility studies often apply regressions of child education on the highest education
of the parents. Applying this regression to a subsample of children for whom at least one parent’s education
is observed, I find an explanatory power of 11.7 percent.
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Figure 3: Predicting Children’s Education and Crime

(a) Education

(b) Crime

Notes: the figures above present binscatter plots of children’s years of education and crime for two predictive
models. The children are sorted in 200 bins from lowest (0) to highest (1) predicted education/crime. Panel
(a) reports results for 180,829 children from the test sample. Panel (b) reports the results for 92,725 sons from
the test sample. The orange and blue dots are constructed using the same steps as in Figure 2. Confidence
intervals for the R2 are bootstrapped from the test data using 599 samples and are reported in brackets.
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Figure 3(b) shows a similarly large increase in explanatory power for crime, from 4 percent

for the model that incorporates income only to 10.3 percent for the comprehensive model.32

The results indicate that violent crime is highly concentrated in certain families. A simple

calculation shows that the 20 percent of boys with the highest crime risk in Figure 3 (b)

account for 50 percent of all boys who have been suspected of a violent crime between the

ages of 20 and 33.

Overall, the findings above imply that a multidimensional approach is even more valuable

for measuring the importance of family background for education and crime than for income.

6 Gender Differences

This section analyzes gender differences in intergenerational dependence. To do so, I estimate

separate predictive models for sons and daughters, using gender-specific training and test

datasets. Training the predictive models separately for each gender allows for the possibility

that different characteristics of fathers or mothers influence sons and daughters in unique

ways. The results are reported in Figure 4, illustrating distinct patterns for each gender.

Figure 4 (a) shows that gender differences in intergenerational income dependence are

minimal. The models have practically identical explanatory power across genders, with R2

values of 16.5% for both sons and daughters. The nearly parallel prediction lines for both

genders also suggest that daughters’ and sons’ incomes are similarly influenced by their

family background.33

Figure 4 (b) presents results for education, showing a slightly higher explanatory power

for daughters (27.7 percent) than for sons (24.6 percent). Figure 4 (b) shows a consistent

32The family background characteristics across the predicted education and crime distributions show very
similar patterns to those seen in income predictions in Table 2. Results are available upon request.

33Daughters have slightly higher household income than sons across the predicted income distribution.
This pattern is due to men being single more often and for longer periods during their 30s, resulting in lower
household income. To abstract from such issues, I also perform the analysis using personal income ranks
as outcomes in Figure B3. With personal income, a clear gender gap favoring men emerges. This gap is
relatively constant across the predicted income distribution and the overall explanatory power is a bit higher
for daughters (17.7 percent) than for boys (16.6 percent).
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Figure 4: Predicting Children’s Income and Education by Gender

(a) Income

(b) Education

Notes: the figures above display scatter plots of sons’ and daughters’ income ranks and years of education,
ordered by their predicted value. Predictions are generated using the same predictive model and explanatory
variables as in Section 5, now applied separately to each gender. The construction of the graphs follows the
same steps as in Figure 2, now separately for each gender. Panel (a) reports the results for 173,775 sons and
167,039 daughters in the test datasets. Panel (b) reports the results for 92,229 sons and 88,601 daughters
in the test datasets. Confidence intervals for the R2 are bootstrapped from the test data using 599 samples
and reported in brackets.
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gender gap favoring daughters, which narrows at the extremes: the least advantaged daugh-

ters have similar education levels as their male peers, and the most advantaged daughters

achieve education levels comparable to the most advantaged sons. This pattern may partly

reflect floor and ceiling effects, as less than 11 years of education corresponds to dropping out

of school, while more than 17 years indicates completing a master’s degree. Overall, these

results suggest that daughters’ education is somewhat more sensitive to their family back-

ground, although the differences are small and only pronounced at the tails of the education

distribution.

The figures above indicate that the level of intergenerational dependence is relatively

similar for boys and girls. However, the underlying mechanisms that generate these levels

may differ. This is the case when certain family environments favor sons over daughters, and

vice versa. To investigate this, I first generate separate income predictions for boys and girls

for each family and compute their correlation.34 This correlation is 97 percent, indicating

that the family background characteristics that predict boys’ income well, also predict girls’

income well. The predicted education levels are equally highly correlated.

To explore this further, I focus on families with at least one son and daughter, and

compute the difference between the average income of the boys and the girls. If certain family

backgrounds systematically favor one gender, these gaps should be predictable. However,

consistent with minimal gender differences, the explanatory power for predicting them is

just 0.13 percent. Table B4 reports characteristics of families with low and high predicted

income gaps, confirming that even the largest predicted income differences remain small.

The only notable trend is that brother-sister gaps mirror father-mother differences: sisters

have higher income in families where mothers earn relatively more, and lower when fathers

earn relatively more. However, these gaps remain modest relative to overall income variation.

Similar patterns emerge for education.

Some previous papers have particularly focused on gender differences in long-run out-

34I predict two incomes per family, regardless of the number or gender of the children.
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comes among the most disadvantaged families. While Chetty et al. (2016) find that dis-

advantaged family environments disproportionally harm boys’ long-term outcomes, Brenøe

and Lundberg (2018) and Lei and Lundberg (2020) find no such effects in Danish or U.S.

data. This analysis incorporates significantly more detailed family background information

than previous studies, allowing for a more precise identification of the most disadvantaged

sons and daughters. If boys’ long-run outcomes were more sensitive to highly disadvantaged

backgrounds, this should be apparent in Figure 4 as a larger gender gap at the lower end of

the predicted income and education distributions, or in the prediction exercise of brother-

sister gaps by larger predicted gaps in disadvantaged families. However, neither analysis

provides evidence supporting this pattern

7 Mechanisms

7.1 Neighborhoods, Migration Background, and Extended Family

Family background is strongly correlated with the neighborhoods in which children live, the

type of extended family they grow up in, and their migration background. This raises an

important question: do the disparities in Figure 2 stem from these broader factors, or do

they reflect differences in parental inputs?

To better understand this, I evaluate the models’ prediction accuracy for children who

come from the same neighborhood, extended family, or have a similar migration background.

Specifically, I regress children’s income on their predicted values and group fixed effects.

These group fixed effects ensure that only individuals from the same neighborhoods, mi-

gration background, or extended family are compared. Without these fixed effects, the

coefficient of the predicted values is equal to 1 by construction. If this coefficient decreases

after adding fixed effects, it indicates that group-specific factors explain some disparities

captured by the family background variables.

Table 3 presents the results of these regressions. Column 1 includes neighborhood fixed
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Table 3: Predictions within Neighborhoods, Extended Families, Migrant Groups, and Fam-
ilies with Adoptees

Income rank (y)

(1) (2) (3) (4) (5)

Predicted income rank (ŷ) 0.947 0.907 0.872 0.275 0.863

(0.005) (0.015) (0.014) (0.026) (0.047)

Fixed Effects

Neighborhood x

Migration background x

Extended family x

N 333,930 51,138 523,280 4,938 3,804

Sample All Second
generation
migrants

Extended
family
sample

Adoptees Own-birth
children in
adoption
families

Notes: Each column shows results from a separate regression of a child’s income rank on its predicted value, applied to specific
subsets of the data and/or including fixed effects. The predicted incomes are based on the gradient-boosted decision trees
reported in figure 2. The samples in columns 1 to 5 correspond to the following children from the test data: (1) children with an
available neighborhood identifier, (2) second-generation migrants, (3) children with an (identified) extended family, (4) international
adoptees, and (5) own-birth children from families with at least one adopted child. Standard errors, shown in parentheses, are
clustered at the fixed-effect level in column 1 to 3.

effects, corresponding to the neighborhood where children are registered at age 15.35 The

coefficient in column 1 is 0.948, indicating that within neighborhoods, a 1 rank increase in

predicted income is associated with a 0.95 rank increase in predicted income. This shows

that also within neighborhoods, differences in family background are still strongly associated

with differences in children’s income.36

Column 2 focuses on second-generation migrants, corresponding to 15% of the sample,

and includes migration background fixed effects. Each fixed effect corresponds to the region

of origin of the father, mother, and grandparents whenever available. As such, I restrict

the comparisons to individuals whose fathers, mothers, and grandparents come from the

same region. I consider eight regions of origin: Netherlands, Morocco, Turkey, Suriname,

Dutch Antilles, Western Europe, Eastern Europe, and others. The coefficient in column 2

35The neighborhood code is based on the most granular level of Statistics Netherlands’ neighborhood
classifications (in Dutch: ”buurt”). Neighborhoods are measured at a very granular level with mean and
median population sizes of about 1500 and 900 individuals, respectively. I have neighborhood identifiers for
95% of the children.

36These results are consistent with papers that find that neighborhoods can explain only a limited fraction
of siblings’ similarities (Solon et al. (2000), Page and Solon (2003), Raaum et al. (2006), Bingley et al. (2021)).
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is also close to one, indicating that differences in migration background also can not explain

disparities by family background.

Arguably the most restrictive comparisons are made with grandparent-fixed effects, shown

in column 3.37 Since cousins often grow up in similar regions, share family traditions, and are

genetically related, these fixed effects may absorb many factors related to parents’ charac-

teristics. Although the coefficient decreases more than in previous specifications, it remains

close to one.

Overall, while neighborhoods, migration backgrounds, and extended families do seem to

play a role, they can explain only a small portion of the disparities observed.38 The most

likely hypothesis is therefore that parental inputs are the main drive behind the disparities

observed in the main results.

7.2 The Post-birth Environment

This subsection examines the causal effect of being assigned shortly after birth to a family

associated with a 1 rank higher predicted income. This analysis provides insight into the

extent to which the disparities observed in Figure 2 are driven by post-birth factors, as

opposed to pre-birth influences such as genetic transmission and in-utero conditions.

To answer this question, I use a sample of international adoptees who were adopted in

infancy. Although the Netherlands lacks a centralized adoption register, Statistics Nether-

lands developed a method to identify adoptees reliably. They classify a child as an adoptee if

the child was born in a country with many known adoptions to the Netherlands and at least

one parent was born in the Netherlands. I expanded this method by including only children

who arrived in the Netherlands within six months of birth. This produces a sample of 4,938

37Since children have two couples of grandparents, some children occur twice and are compared once to
cousins from the father’s side and once to the cousins from the mother’s side. Some children are dropped
because they have no identified extended family and some children are used only once because they have
only one identified extended family.

38Note that this does not imply that policies targeted at neighborhoods, migrants, or extended families
are likely ineffective at reducing disparities.
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adopted children.39 These children are not genetically related to their adoptive parents and

were not cared for by them during pregnancy and shortly after birth, but have been raised by

them since they were at most 6 months old. This unique context makes them an interesting

group for studying the importance of the post-birth environment.40

Table 3 column 4 shows the coefficient that is obtained by regressing adoptees’ income

on their predicted income. The estimate indicates that being raised in a family that is

associated with a 1 rank higher income for own-birth children increases the income rank of

adoptees by only 0.28. Assuming no selection bias and generalizability towards the broader

population, this estimate would suggest that around 30% of the disparities in Figure 2 are

shaped by the post-birth environment. This result underscores the critical role of pre-birth

factors in driving the observed level of intergenerational dependence.

The primary assumption is that adoptees were effectively randomly assigned to parents.

Although limited institutional information on matching procedures from this period restricts

a comprehensive assessment of this assumption, two considerations support its plausibility.

First, the excess demand for infant adoptees in the 1980s likely discouraged selective place-

ment, as prioritizing specific characteristics would have significantly increased already long

waiting times.41 Second, Table B5 reports estimates from various specifications that include

controls for gender, age at migration, and fixed effects for the country and year of adoption

- all observable characteristics of the child at the time of adoption. These estimates are all

close to 0.28, indicating that selective placements based on these observable characteristics

39Statistics Netherlands ran a large randomized survey for a subset of all plausible adoptees, finding that
96.9 percent of the respondents confirm that they are adopted. When I enhance the sample restriction to
include only children who arrive within six months of birth and who are born between 1980 to 1989, this
increases to 97.7 percent (n = 778). If a small fraction of children in my sample are own-birth children, then
this likely results in a small upward bias in the estimates.

40The approach here is commonly used in previous papers (e.g. Sacerdote (2011), Holmlund et al. (2011),
Fagereng et al. (2021)). This section extends previous results by incorporating richer data on adoptive
parents and by focusing on children’s long-run income. Despite its central role in descriptive intergenerational
mobility analyses, this dimension has been overlooked in studies using international adoptees.

41Waiting times during this period could span several years. See, for example, Rapport Commissie Onder-
zoek Interlandelijke Adoptie (in Dutch, 2021), https://www.rijksoverheid.nl/documenten/rapporten/
2021/02/08/tk-bijlage-coia-rapport.
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are of limited empirical importance.42

I also offer three reasons why external validity concerns may not be overly severe. First,

as shown in Table 3, the predictive model performs well for children with a migration back-

ground, indicating that the non-native status of adoptees does not substantially threaten

generalizability. Second, while there are no highly disadvantaged adoptive families, Appendix

Table B6 reveals substantial variation in the characteristics of adoptive families, spanning a

broad range of the general population. Third, column 5 in Table 3 shows that the association

between realized and predicted income stays close to one for own-birth children in families

with at least one adopted child. This indicates that differences in the predictability of income

between adoptees and own-birth children are not driven by fundamental differences between

families with and without adoptees.

Finally, some family background characteristics that strongly predict own-birth children’s

income may be less predictive for adoptees. While retraining the model on the smaller

adoptee sample is infeasible, I can isolate the role of parental income—the strongest predictor

of own-birth children’s income—from other factors. Appendix Table B5 shows that, holding

parental income constant, a 1-rank increase in predicted income corresponds to a 0.4-rank

rise in adoptees’ income. This higher estimate shows that the other family background

characteristics that are strongly associated with own-birth children’s income, such as parental

wealth and extended family income and wealth, are rooted stronger in post-birth factors than

parental income.43 In other words, including broader family background characteristics not

only raises estimates of intergenerational dependence but also exposes a greater role for

post-birth factors, which are generally seen as more amenable to policy intervention.

42Even if selective placements occurred, the estimate underscores the importance of pre-birth factors.
Since the adoptees were adopted in infancy, any selection bias must come from correlations between pre-
birth factors and parental characteristics. Therefore, even if selection bias drives the estimate to 0.3, its
source is precisely the pre-birth factors themselves. It would, however, complicate the interpretation of the
estimate’s magnitude.

43Section 5 highlights these variables as the most important predictors beyond parental income. These
results are consistent with Fagereng et al. (2021) and Adermon et al. (2021), who show that parental wealth
and extended family education are relatively strong predictors of international adoptees’ wealth and GPA.
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8 Conclusion

This study demonstrates that incorporating a broad set of family background characteris-

tics enhances the measurement of intergenerational dependence. Combining comprehensive

administrative data from the Netherlands with machine learning techniques, I show that

including family background characteristics beyond parental income considerably increases

estimates of intergenerational dependence. This increase stems from better identification of

highly (dis)advantaged children, whose families exhibit (un)favorable outcomes across multi-

ple dimensions. As a result, conventional analyses using income only may give the impression

that children’s outcomes—especially for the most and least advantaged— are less affected

by their parents than they are in reality.

This paper also provides new insights into gender differences in intergenerational depen-

dence by examining previously unexplored differential effects of multiple family background

characteristics on sons and daughters. Perhaps surprisingly, these gender differences are

small. Not only do boys and girls exhibit comparable overall levels of intergenerational de-

pendence, but the underlying family background characteristics contributing to it are also

broadly similar between genders. I conclude that gender gaps in income or education are

largely unrelated to these observable family factors.

The broader availability of large datasets and advancements in computing power and

statistical methods have greatly enriched our understanding of intergenerational dependence.

This paper illustrates how a large number of variables can be analyzed jointly using state-of-

the-art machine learning methods that do not rely on traditional linearity and homogeneity

assumptions. As more comprehensive data becomes accessible, future research can employ

this approach to further explore the intricate intergenerational transmission process.
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Appendix A: intergenerational mobility estimates

This appendix briefly discusses additional intergenerational mobility estimates to evaluate
the sensitivity of the rank-rank correlation of 0.32 to various specification choices. Although
it would be ideal to perform robustness checks using the full analysis sample, the specific
data requirements for each check necessitate the use of different samples. Stability of the
estimates within these samples strengthens confidence that the estimates would also remain
stable under different specifications in the broader analysis sample.

First, in table A1, I report the rank-rank correlation as well as the Intergenerational
Income Elasticity (IGE) using logs of household income instead of ranks for the full analysis
sample in columns 1 and 2. These are, coincidentally, equal up to the third digit. Columns 3
and 4 report results for sons and daughters separately and rely on children’s personal income
ranks instead of household income ranks. These estimates are very similar and close to the
rank-rank correlation using the pooled sample and household income.

Table A2 reports mobility estimates using varying years of income information for both
parents and children. I focus on all children born in 1985 because for this group I have the
highest income data availability of both parents and children, allowing me to analyze the
sensitivity. The estimates attenuate somewhat with fewer years of income, but the change
in the rank-rank correlation is limited after 5 years of income are used. In the core sample,
I have at least 5 years of income observation for almost all children and parents.

Table A3 reports mobility estimates using incomes of children measured at varying ages.
I focus on all children born in 1980 or 1981 for whom all incomes are observed between
ages 30 to 41. I average income over 4 years for each of the specifications. The estimates
show that measuring income early attenuates the estimates, but they stabilize after age 34.
Overall, the differences are relatively small.

Finally, Table A4 reports mobility estimates using incomes of parents measured in differ-
ent periods. I focus on all children for whom parental income is observed between 2003 and
2013. I average income over 5 years for each of the specifications. The estimates are very
similar, regardless of when parental income is measured.

Table A1: Intergenerational mobility estimates

Rank rank
correlation

IGE Personal income
rank (daughters)

Personal income
rank (sons)

(1) (2) (3) (4)

Coefficient 0.324 0.324 0.291 0.291

(0.001) (0.001) (0.001) (0.001)

N 1,703,392 1,703,392 866,627 829,039

R2 0.105 0.092 0.096 0.096

Notes: column (1) shows results from a regression of a child’s household income rank on the parents’ household income
rank. Column (2) shows results from a regression of the log of child household income on the log of parental household
income. Columns (3) and (4) show results from a regression of sons’ or daughters’ personal income rank on parents’
household income rank. Standard errors are in parentheses.
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Table A2: Intergenerational mobility estimates: varying years of income

Years of
income

1 2 3 4 5 6 7 8 9

Coefficient 0.275 0.288 0.302 0.306 0.313 0.316 0.321 0.323 0.324

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

N 169,594 169,594 169,594 169,594 169,594 169,594 169,594 169,594 169,594

R2 0.076 0.083 0.091 0.094 0.098 0.100 0.103 0.104 0.105

Notes: each column presents results from a regression of a child’s household income rank on the parents’ household income rank. The
number of years of income data used to construct the income rank varies across columns, as indicated in the first row. The income
observations used are always those closest to age 35. Standard errors are reported in parentheses. The sample consists of all children
from the core sample born in 1985.

Table A3: Intergenerational mobility estimates: measuring child income at different ages

(1) (2) (3)

Coefficient 0.274 0.304 0.309

(0.002) (0.002) (0.002)

Age child 30-33 34-37 38-41

N 326,420 326,420 326,420

R2 0.076 0.093 0.096

Notes: Each column presents results from a regression of a child’s household income rank on the
parents’ household income rank. Parent household income is measured as in the main results of
this paper. Child household income ranks are always based on 4 years of income, but the ages at
which child incomes are measured vary across columns. The sample consists of all children born
in 1980 or 1981 for whom all incomes between ages 30 and 41 are available. Standard errors are
reported in parentheses.

Table A4: Intergenerational mobility estimates: measuring parent income at different ages

(1) (2) (3)

Coefficient 0.290 0.295 0.295

(0.001) (0.001) (0.001)

Years of income measurement
parents

2003-2007 2006-2010 2009-2013

N 1,268,364 1,268,364 1,268,364

Notes: Each column presents results from a regression of a child’s household income rank on the parents’ household
income rank. Child income ranks are measured as in the main analysis in this paper. Parent household income ranks
are always based on 5 years of income, but the periods at which incomes are measured vary across columns. The sample
consists of all children in the core sample for whom parental income is observed between 2003 and 2013. Standard
errors are reported in parentheses.
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Appendix B: supplementary results

Table B1: Descriptive statistics for the income analysis sample

Mean SD Mean SD % missing
Characteristics children
Year of birth 1984.6 2.9 0.000
Male 0.51 0.50 0.000
Family size 2.70 1.32 0.000
Household income 102,116 65,337 0.000
Second generation migrant 0.15 0.36 0.000
Third generation migrant 0.06 0.23 0.000

Family characteristics: measured at the household level
Household income rank 50.0 0.29 0.009
Share of primary income parents 0.79 0.27 0.011
Highest education 12.9 3.6 0.358
Total wealth rank 50.0 0.29 0.004
Bank and savings balances 61,287 154,630 0.004
Bonds and shares 34,437 310,763 0.004
Substantial interest 68,213 1,205,399 0.004
House value 328,125 299,765 0.004
Other real estate 36,258 302,694 0.004
Entrepreneurial assets 15,664 129,451 0.004
Other assets 8,231 115,015 0.004
Total debt 159,740 372,346 0.004
Mortgage debt 142,385 181,657 0.004

Relationship status of household head(s) of child at age 15:
Registered partners 0.824 0.381 0.023
Non-registered partners 0.037 0.190 0.023
Single parent 0.126 0.332 0.023
Other 0.012 0.110 0.023

Other family characteristics Father Mother
Personal income 68,151 51,446 29,185 21,736 0.108
Personal earnings 83,105 61,809 33,191 26,961 0.180

Most important source of income
Employment 0.669 0.416 0.536 0.433 0.055
Bonds or shares 0.043 0.179 0.012 0.09 0.055
Entrepreneurship 0.116 0.288 0.066 0.218 0.055
Entrepreneurship (other) 0.005 0.051 0.03 0.123 0.055
Unemployment benefits 0.025 0.091 0.017 0.062 0.055
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Welfare benefits 0.022 0.132 0.046 0.187 0.055
Disability insurance 0.079 0.237 0.065 0.212 0.055
Other security transfers 0.004 0.049 0.007 0.062 0.055
Pension 0.023 0.109 0.037 0.147 0.055
Other sources 0.014 0.087 0.185 0.338 0.055

Type of housing
Own house 0.745 0.409 0.700 0.428 0.066
Rental 0.053 0.190 0.104 0.259 0.066
Subsidized rental 0.201 0.356 0.195 0.338 0.066

Years of education 12.8 3.8 11.9 3.7 0.53
Average hourly wage 32.0 26.9 20.7 18.1 0.315
Most important sector of
employment (68 categories)

- - - - 0.315

Suspected of any crime 0.067 0.25 0.023 0.15 0.014
Suspected of property crime 0.014 0.119 0.008 0.09 0.014
Suspected of violent crime 0.025 0.157 0.006 0.079 0.014
Suspected of other crime 0.042 0.2 0.012 0.11 0.014
Total health costs 2,693 7,144 2,559 8,116 0.063
General practitioner costs 174 143 197 155 0.063
Mental health care costs 234 3,540 321 3,947 0.063
Hospital health care costs 1,830 6,722 1,692 5,012 0.063
Pharmaceutical care costs 527 2,230 542 2,083 0.063
Dental care costs 46 303 44 299 0.063
Year of birth 1953.6 5.6 1956 5.0 0.009
Age at first birth 29.3 5.5 27.0 4.4 0.000
Family size 4.1 2.4 4.0 2.3 0.218
Birth order 2.5 1.8 2.5 1.8 0.218
Father/mother identified 0.025 0.157 0.002 0.049 0.000
Father/mother dead 0.008 0.086 0.004 0.065 0.019
Father/mother presence 0.857 0.35 0.962 0.191 0.037

Extended family outcomes
Average income rank 0.50 0.22 0.50 0.22 0.246
Average education 12.6 3.2 12.7 3.1 0.420
Average wealth rank 0.51 0.23 0.51 0.23 0.238
Average health expenditures 2,717 5,537 2,565 5,371 0.231
% siblings suspected of any crime 0.043 0.142 0.048 0.153 0.231

Note: This table presents descriptive statistics of the income sample. A detailed explanation of the variables

can be found below this table.
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Income. The construction of children’s and parents’ household income ranks is discussed
in the main text. The share of primary income represents the fraction of household income
derived from labor, entrepreneurship, or capital. It is constructed similarly to parental
household income. Specifically, for each parent, I calculate the primary income share for
each year up to age 60—the same years in which household income is measured. The lifetime
primary income share is then defined as the average of these yearly shares. Finally, the
household share of primary income is determined by averaging the lifetime primary income
shares of both parents.

Personal income refers to an individual’s income from labor, entrepreneurship, or trans-
fers, measured at the personal rather than household level. As a result, it excludes partners’
incomes but also household-level income streams, such as capital gains or rental allowances.
Personal earnings equals personal income minus income transfers. Following the same ap-
proach as before, I exclude years with income or earnings observations lower than €1000,
and proxy a parent’s lifetime personal income and earnings by averaging all personal income
and earnings observations up to age 60. Although the table above shows personal income
and earnings in absolute values, in the analysis, I use ranks instead. The ranks are taken
relative to all other parents in the sample and do not differentiate by gender.

In addition, I identify the primary sources of personal income, classified into 11 categories.
Drawing on all yearly observations used in constructing the lifetime personal income measure,
I first compute the most important source of income in each of those years. I then compute
the fraction of years in which each category served as the main source of income.

Similarly, for each of those years, I calculate the fraction of years that the father or the
mother lived in a self-owned house, a rental property, or a government-subsidized rental.

Wealth. The wealth variables are constructed in a manner analogous to the parental
household income variable, as both are measured at the household level. For each parent
and each type of asset or liability, I first calculate the average value over the years 2006
and 2011. Subsequently, for each child, I determine the mean of the father’s and mother’s
averaged values for each asset or liability type during this period.

The assets and liabilities included in this analysis are defined as follows. Bank and sav-
ings balances represent the total deposits held by a household in (savings) bank accounts,
including foreign accounts. House value captures the market value of a household-owned
dwelling used as the primary residence, while other real estate encompasses the total value
of any additional properties owned by the household. Bonds and shares measure the com-
bined value of bond and equity holdings, excluding substantial interests (i.e., holdings of
at least 5 percent of a company’s issued share capital), which are accounted for separately
under the “substantial interests” variable. Entrepreneurial assets reflect the net balance of
a household’s business-related assets and liabilities, and other assets include any remaining
assets not covered by the aforementioned categories. Mortgage debt refers to debts associ-
ated with the household’s owner-occupied home, whereas other debt encompasses all other
types of liabilities.

Education. Parents’ years of education are based on the conversion table in Appendix
D1. Table B1 indicates that parental education information is absent for about 50 percent
of the sample. This gap exists because Statistics Netherlands initiated systematic education
data collection only in the late 1980s. Prior educational records are mainly sourced from
large-scale surveys frequently administered by Statistics Netherlands and are also obtained
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indirectly from other government bodies, including the unemployment agency.
Occupation. I use monthly data on all employment contracts in the Netherlands from

2006 to 2009, collected by the tax authorities through third-party reporting. For each indi-
vidual, I aggregate the total hours worked at each firm during this period. I then identify the
firm where the individual has accumulated the most hours and assign the individual’s employ-
ment sector based on that firm’s classification. Sector categorizations are determined by the
authorities in accordance with collective labor agreements. There are 68 sector categories in
total, which include categories such as ’education and sciences’, ’government defense’, ’chem-
ical industry’, ’financial services’, ’restaurants and bars’, ’retail’, etc. The average hourly
wage is calculated by dividing the individual’s total gross salary over the period by the total
number of hours worked.

Health. The health care expenditures are based on annual healthcare costs for care
covered by the basic insurance. The basic insurance is legally mandated under the Healthcare
Insurance Act for nearly all residents of the Netherlands. The costs refer to expenses for all
types of care that are reimbursed by health insurers, and may include amounts ultimately
paid by the insured themselves due to the deductible, but exclude copayments. If the insured
received a bill and did not submit it to the insurer—e.g., because the deductible had not
been reached—these costs are not included in the figures. The health care expenditures
variables above are based on the subcategories of healthcare spending defined by Statistics
Netherlands. For each of the subcategories, the annual costs are averaged over the period
2009 to 2011.

Crime. As explained in section 3, the crime data contains all offenses reported to the
police between 2005 and 2022. The data contain the reporting date, the offense type, and
the individual identifier of the suspected offender(s) whenever there is a known suspect. I use
these data to construct indicators of whether the father or the mother has been suspected
of different types of crimes between 2005 and 2010.

Family structure. I record the family size and birth order of both the father and
the mother by linking them to their siblings, which requires accessing the grandparents’
identifiers. Consequently, these variables, along with any extended family outcomes, are
missing for children whose grandparents cannot be identified. Additionally, I determine
whether the father or mother was registered in the same household as the child at age 15
and classify the child’s household type at that age into one of three categories: a couple
with a registered partnership, a couple without a registered partnership, or a single-parent
household. Furthermore, I calculate the parents’ age at the birth of their first child and
indicate whether either the father or the mother is not identified, as not all children have
both parents identified.

Extended family outcomes. For each parent separately, I determine the mean years
of education, household income rank, wealth rank, and annual health expenditures across all
their siblings. Additionally, I calculate the fraction of these siblings who have been suspected
of committing a crime.

40



Table B2: Predicting child income using smaller samples

Share of core
sample

Test data sample
size

R2 0.025% lower
bound

97.5% upper
bound

(1) (2) (3) (4) (5)

0.01 3,408 0.163 0.141 0.185

0.02 6,817 0.155 0.141 0.171

0.05 17,041 0.158 0.148 0.168

0.1 34,082 0.162 0.154 0.169

0.2 68,163 0.165 0.159 0.170

0.4 136,326 0.167 0.163 0.170

0.6 204,488 0.165 0.162 0.168

0.8 272,651 0.164 0.161 0.166

Notes: This table presents estimates of explanatory power for gradient-boosted decision trees that include all explanatory
variables (as in Figure 2), using smaller samples. Column 1 reports the share of the core sample that is used for the
analysis. Column 2 reports the sample size of the test-data. Columns 3, 4, and 5 report the R2 and 95% confidence
interval lower and upper bounds, respectively. Each model is trained on a randomly selected 80% of the respective sample,
and evaluated on the remaining 20%. Confidence intervals for the R2 are bootstrapped from the test-data using 599 draws.
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Table B3: Predicting child income: varying years and ages of income measurement

R2 0.025% lower
bound

97.5% upper
bound

Years of income A. Varying years of income measurement

1 0.135 0.130 0.140

2 0.141 0.136 0.146

3 0.147 0.142 0.153

4 0.149 0.144 0.154

5 0.167 0.162 0.172

6 0.154 0.148 0.159

7 0.158 0.153 0.163

8 0.158 0.153 0.163

9 0.160 0.155 0.166

Age child B. Varying ages of income measurement

30-33 0.125 0.120 0.130

34-37 0.151 0.146 0.156

38-41 0.153 0.148 0.159

Notes: Each row presents the R2 and corresponding 95% lower and upper bound for gradient-boosted
decision trees that include all explanatory variables to predict child income (as in Section 5). Panel A varies
the number of years of income data used to construct the child income rank. Panel B always uses 4 years of
income data, but varies the ages at which income is measured. The analysis sample consists of all 330,018
children born in 1980 and 1981 for whom I observe all incomes between ages 30 and 41. Each model is
trained on the same randomly selected 80% of this sample, and evaluated on the remaining 20%. Confidence
intervals for the R2 are bootstrapped from the test-data using 599 draws.

Figure B1: Predicting children’s income level

Notes: this figure presents binscatter plots of children’s household income, who are sorted into bins based
on their predicted income rank. The graphs are constructed using the same sample and steps as in Figure 4,
applied to children’s income levels instead of ranks. Confidence intervals for the R2 are bootstrapped from
the test data using 599 samples and are reported in brackets
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Figure B2: Predicting children’s violent crime by gender

Notes: this figure presents a scatter plot of predicted crime for 92,725 sons and 89,051 daughters separately.
Crime is measured as an indicator that equals 1 if a child was suspected of a violent crime between the ages
of 20 to 33. The graphs are constructed using the same steps as in Figure 4. Confidence intervals for the R2

are bootstrapped from the test data using 599 samples and are reported in brackets.

Figure B3: Predicting children’s personal income by gender

Notes: this figure presents binscatter plots of sons’ and daughters’ personal income ranks for 173,486 sons
and 165,769 daughters in the test data, who are sorted into bins based on their predicted income rank. The
graphs are constructed using the same steps as in Figure 4, applied to children’s personal income ranks
instead of household income ranks. Confidence intervals for the R2 are bootstrapped from the test data
using 599 samples and are reported in brackets
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Table B4: Predicting brother-sister differences in income and education

A. Predicting brother-sister differences in income ranks. R2 : 0.13 (0.06, 0.19).

Income gap -0.9 -0.9 -1.1 -3.3 -2.3 -2.8 -3.3 -3.5 -4.6 -4.8

Income rank brother 49.5 50.1 50 49.6 50.6 50.4 50.1 49.3 48.3 48.5

Income rank sister 50.4 51 51 52.9 52.9 53.2 53.3 52.8 52.9 53.3

Parental income rank 59 57.3 55.8 55.5 54.7 52.5 50.1 48 44.6 41.9

Income rank father 65.6 62.7 60.4 58.5 56.1 52.3 48.2 43.2 36.3 25.5

Income rank mother 40.2 41.1 42 43.9 46.8 49.5 52.5 57.4 59.8 63.1

N 5,621 5,624 5,623 5,625 5,624 5,622 5,624 5,624 5,623 5,630

A. Predicting brother-sister differences in education. R2 : 0.28 (0.12, 0.43).

Education gap -0.32 -0.32 -0.48 -0.46 -0.62 -0.45 -0.62 -0.61 -0.77 -0.89

Education brother 13.63 14.07 14.25 14.37 14.44 14.73 14.51 14.49 14.41 14.34

Education sister 13.95 14.40 14.73 14.84 15.07 15.19 15.13 15.10 15.18 15.22

Parental income rank 49.7 54.6 56.3 57.8 58.2 58.9 57 54.3 50.6 45.1

Income rank father 54.8 58.4 58.9 58.9 57.8 57 53.1 46.6 41.4 33.6

Income rank mother 33.1 35.2 39 43.4 47.4 53.4 58 63.2 67.5 66.7

N 2,046 2,048 2,046 2,048 2,048 2,048 2,046 2,048 2,046 2,050

Notes: Each column presents descriptive statistics for families grouped into bins based on their predicted income or education gap between
sons and daughters. The predictions are generated using the following steps: (i) select all families with at least one son and one daughter,
(ii) compute the average income or education difference between them, (iii) randomly sample 80% of families to train the same machine
learning model used in the main results to predict these differences based on all family background characteristics. The table reports
statistics for the remaining 20% of families, sorted into bins from the lowest to highest predicted income (Panel A) or education (Panel B)
difference. Confidence intervals for the R2 are bootstrapped from the test data using 599 samples and are reported in brackets.

Table B5: The effect of family background on income: regression results with adoptees

(1) (2) (3) (4) (5)

Predicted income 0.275∗∗∗ 0.276∗∗∗ 0.287∗∗∗ 0.290∗∗∗ 0.385∗∗∗

(0.026) (0.025) (0.026) (0.026) (0.072)

Parental income rank -0.050

(0.047)

Controls x x x

Country of Origin FE x x

Year of Adoption FE x

N 4,938 4,938 4,938 4,938 4,938

R2 0.008 0.024 0.044 0.045 0.046

Notes: Each column shows results from a separate regression of a child’s income rank on predicted income. Controls are a gender dummy
and age-at-migration. The predicted values for income are based on gradient-boosted decision trees reported in Figure 2. The fixed effects
are fully interacted. Standard errors are in parentheses. (*** p < 0.01, ** p < 0.05, * p < 0.1)

44



Table B6: Descriptive statistics for international adoptees and their parents

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Predicted income rank 37.9 45.4 49.3 51.9 54.4 56.6 58.7 61.1 63.8 69.3

Income rank 36.6 36.0 39.9 38.2 41.8 41.8 43.4 40.2 44.4 43.2

Characteristics Adoptive Parents

Parental income rank 20.2 30.1 36.5 44.4 52.5 60.2 68.1 77.3 84.4 93.1

Parental wealth rank 29.3 43.9 53.7 58.1 63.3 67.9 70.3 70.0 74.0 82.3

Highest education parents 11.2 12.0 12.8 13.6 14.2 14.3 14.9 15.4 16.1 16.5

Father suspected of crime 0.08 0.05 0.04 0.04 0.05 0.03 0.02 0.02 0.02 0.02

Health expenditures parents 4,554 3,993 3,220 2,754 3,290 2,570 2,851 2,742 2,163 2,569

Extended family income rank 38.5 44.8 47.6 49.0 53.1 56.3 58.5 59.0 63.4 70.3

N 493 494 494 494 494 493 494 494 494 494

Notes: Each column shows descriptive statistics for a group of international adoptees from the same predicted income bin. All
cells are averages. The predicted income bins are constructed by predicting the income ranks of all adoptees using the model with
all explanatory variables, ranking them from low to high, and sorting them into ten equally sized bins according to their position
in the predicted income distribution.
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Appendix C: Measuring variable importance

Interpreting gradient-boosted decision trees is notoriously difficult due to their complexity.
However, gaining insight into which variables add most explanatory power is highly valuable.
Recent advances in machine learning now allow us to compute the contribution of each
variable to specific predictions using Shapley values. Below, I provide a brief explanation
of the intuition behind this approach, followed by a graph displaying the Shapley values for
the 30 most predictive variables in the analysis.

Shapley values originate from cooperative game theory (Shapley (1953)). In this frame-
work, a coalition of agents j ∈ S produces an output ν(S). The Shapley value for agent i ∈ S
represents its average marginal contribution to the output ν(s) across all possible coalitions
s ⊆ S\i. This concept directly applies to prediction models, where the output f(x1, ..., xn)
is generated from a set of variables xj ∈ X. In this context, Shapley values represent the
average marginal contribution of each variable to a prediction, calculated by averaging over
all possible subsets of included variables.

Lundberg and Lee (2017) show that Shapley values are the only measures of variable
importance that preserve important properties from cooperative game theory.44 While exact
Shapley values are computationally infeasible for most models due to the need to sum over all
feature subsets (an NP-hard problem), recent algorithms can compute exact Shapley values
for tree-based models in polynomial time, making these explanations feasible (Lundberg
et al. (2020)).

Using this algorithm, I compute Shapley values for the gradient-boosted decision tree
model used in the main results (2), applied to a random sample of 10,000 children from the
test dataset. This process generates Shapley values for each variable and each child. Figure
C1 presents a boxplot of Shapley values for the 30 variables with the highest average absolute
Shapley values, ranked from highest to lowest.

To illustrate, consider the boxplot for the household income rank: the 2.5th percentile is
-0.06, indicating that for 2.5 percent of the children, parental income reduces the prediction
by at least 0.06 ranks compared to the average prediction of 0.50. The 75th percentile is
0.03, meaning that for 25 percent of the children, parental income increases the prediction
by more than 0.03 ranks relative to the average.

Figure C1 shows that the nine variables with the highest average absolute Shapley values
are all related to parental or extended family income and wealth. The spread of the Shapley
values for these variables is relatively large, which means that they provide sizeable contribu-
tions to the predictions for many children. Nonetheless, other variables also have meaningful
impacts. For example, although mother’s age-at-first-birth or mother presence have smaller
average contributions, these variables exert a substantial negative effect on a small subset of
children. Generally, of all explanatory variables, only the indicators for whether the father
or mother is identified in the data provide no contribution to the predictions.

44These properties are local accuracy and consistency. Local accuracy (additivity) ensures that for a
given input x, the sum of the Shapley values equals the model’s output f(x). Consistency (monotonicity)
guarantees that if a variable’s contribution increases or stays the same, its Shapley value will not decrease,
regardless of the other inputs.
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Figure C1: Measuring variable importance using Shapley values

Notes: this figure presents boxplots of Shapley values for 30 explanatory variables. Shapley values are
computed using the algorithm of Lundberg et al. (2020) for each variable and each child using a randomly
drawn sample of 10,000 children from the test dataset. The variables shown are those with the highest mean
absolute Shapley values across these observations. Each row displays a boxplot representing the distribution
of Shapley values for a given variable. The whiskers indicate the 2.5th and 97.5th percentiles, the box edges
correspond to the 25th and 75th percentiles, and the center bar represents the mean. Explanatory variables
are color-coded by category.
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Appendix D: a conversion table for years-of-education

For the educational outcome, I convert an individual’s highest level of completed education
into a years-of-education variable. Figure D1 provides a simplified overview of the levels
of education and their corresponding years of schooling. The abbreviations are explained
in Table D1. Generally, I convert the level of education into the number of years it takes
to finish this type of education without delays. For example, an individual who has a
university (WO) bachelor is assigned 17 years of education (8 years of primary school, 6
years of secondary education, and 3 years of university education). However, as indicated
in Figure D1 by the downward arrow, more years of education does not necessarily imply a
higher level. For example, it takes 16 years to obtain a vocational education (MBO) degree
and 13 years to obtain a higher vocational secondary education (HAVO) degree, but both
grant access to higher vocational education (HBO). If I were to assign every individual the
years of education indicated on the figure, then children who finish MBO are considered
higher educated, whereas, in practice, they are not.

Figure D1: The Dutch Educational System

To overcome this problem, I assign the years of education based on the minimal number
of years it can take for students to be eligible for the same follow-up education. For example,
individuals with an MBO degree are assigned 13 years of education, which is the same as
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children with a HAVO degree. Based on these rules, the conversion table is as follows:

Table D1: Conversion Table of Educational Levels

Level (Dutch) Level (International) Years of
Education

Kindergarten Kindergarten 2
Primary school Primary school 8
VMBO (all types) Preparatory vocational education 11
Practical education Lower vocational education 11
MBO 1 Vocational education (short track) 11
MBO 2, MBO 3 Vocational education (medium track) 12
MBO4 Vocational education (long track) 13
HAVO Preparatory applied science education 13
VWO Preparatory academic education 14
HBO associate Higher education (fast-track, applied

sciences)
15

HBO bachelor Higher education (undergraduate,
applied sciences)

17

WO bachelor Higher education (undergraduate,
academic track)

17

WO master Higher education (graduate, academic
track)

18

Doctorate Doctorate 22
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