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Abstract

This paper investigates the feasibility of using earlier provisional data to improve
the now- and forecasting accuracy of final and official statistics. We propose the use of a
multivariate structural time series model which includes common trends and seasonal
components to combine official statistics series with related auxiliary series. In this
way, more precise and more timely nowcasts and forecasts of the official statistics can
be obtained by exploiting the higher frequency and/or the more timely availability of
the auxiliary series. The proposed method can be applied to different data sources
consisting of any number of missing observations both at the beginning and at the end
of the series simultaneously. Two empirical applications are presented. The first one
focuses on fatal traffic accidents and the second one on labour force participation at the
municipal level. The results demonstrate the effectiveness of our proposed approach in
improving forecasting performance for the target series and providing early warnings
to policy-makers.

*Corresponding author: Department of Quantitative Economics, Maastricht University, P.O. Box 616, 6200 MD Maastricht,
The Netherlands. E-mail: lucas.harlaar@maastrichtuniversity.nl
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1 Introduction

When realizations of a dynamic process suffer from long delays, it can potentially cause a
variety of challenges in the practice of their statistical analyses, especially in situations where
timely and accurate information is critical for decision-making and policy-making. Although
high-frequency time series become increasingly available, many traditional low-frequency
time series, as published by government and statistical offices, still suffer from publication
lags of some length. A growing literature has emerged on methods that can incorporate
provisional or more timely auxiliary data to make more accurate predictions for the current
and future state of the unknown dynamic process; see, for example, |(Grybauskas, Pilinkiene,
Lukauskas, Stundziené, and Bruneckiene (2023) for an extensive literature overview. Many
of these contributions rely on the use of multivariate frameworks that combine past data
with present (preliminary) information, by jointly modelling the time series of interest with
related auxiliary series; see, for example, Harvey (2006), |Doz, Giannone, and Reichlin (2011)}
and Blasques, Koopman, Mallee, and Zhang (2016). The statistical analyses used in these
contributions rely on state space methods; see [Harvey (1989)f and Durbin and Koopman
(2012)|. Other approaches include the Bayesian analysis in [Carriero, Clark, and Marcellino
(2015)| and the mixed-frequency analysis in [Kuzin, Marcellino, and Schumacher (2011)| where
realizations can be sampled at different periodic frequencies (for example, monthly, quarterly
and yearly).

In this paper we develop a general state space framework for the specific task of creating
early warning indicators for variables of key interest. We illustrate the importance of this
development by two applications of societal relevance. First, in road traffic safety studies,
the reported number of traffic fatalities is of interest to the general public but also to policy
makers in national governments. There are often multiple sources that issue data on the
number of road traffic fatalities. For example, in many countries, the national statistical
office provides the official monthly and yearly numbers of road fatalities. But government
agencies for roads and traffic usually also provide information on the number of road fatal-
ities. The construction of these statistics typically rely on different resources (for example,
police and/or hospital records) and on different counting methods (which can also be based
on different definitions). In this first empirical application, we consider the monthly number
of road traffic fatalities in the Netherlands which are provided by Statistics Netherlands
(SN) and the government agency “Rijkswaterstaat (RWS)”. The publication frequency of
their official statistics is yearly, while SN provides early provisional data on a monthly ba-
sis (flash-estimate). The provisional data is subject to revision throughout the year. The
adopted definitions of the data from SN and RWS are such that the data can be regarded
as realizations from the same underlying dynamic process for road safety.

Second, another variable of key importance, especially for economic policy makers and
the general public, is the labour force participation (LFP) statistic. A recent literature
overview of nowcasting unemployment using data from a Labour Force Survey (LFS) and
other external resources is provided in |Grybauskas, Pilinkiene, Lukauskas, Stundziene, and
Bruneckiené (2023)} In case of the Netherlands, SN publishes labour force participation
figures which are derived from the Tax Administration and Employee Insurance Agency reg-
isters at a quarterly frequency, at the municipal level (or even at the neighborhood level).
This information, however, comes with a delay of more than one year. SN also conducts the
Dutch LFS on a monthly basis and these estimates become available within the first two



weeks of the subsequent month. Due to sampling error and the higher frequency, this could
be considered as a preliminary noisy indicator (flash-estimate) for the final figure retrieved
directly from the Tax Administration and Employee Insurance Agency. In [van den Brakel
and Michiels (2021)| these quarterly tax register figures are combined with quarterly LFS
figures in a bivariate state space model to nowcast low regional figures on labour force par-
ticipation derived from the tax register. In our second empirical application, we investigate
the feasibility of using these earlier provisional monthly LFS data to improve the forecasting
accuracy of the final LFP figure provided by SN.

For the two empirical studies, our general state space framework is based on a multi-
variate unobserved components time series model with trend and seasonal components as
proposed and described in detail by [Harvey (1989). The trend and seasonal components can
capture common structures within the multiple set of realized time series observations. The
overall methodology is general and can be applied to many different data sources which may
be subject to missing observations, both at the beginning and at the end of the series. In the
first empirical application it is shown that our proposed method of using earlier provisional
data leads to more precise forecasts of the final and official monthly number of road fatalities
in the Netherlands. In the second empirical application it is shown how the method achieves
more accurate nowcasts of quarterly LFP rates of the municipality of Amsterdam. The two
applications indicate that our proposed method can be applied in settings where the avail-
ability of auxiliary data is important for providing timely information to policy makers. The
multivariate framework can facilitate an early warning system, allowing to detect whether
the upcoming final figures are expected to substantially deviate from the past. Another
important feature of the method is its robustness to unexpected turning points which are
encountered, for example, during the Covid crisis. Both applications are based on time series
data that include the Covid crisis period.

The remainder of this paper is organized as follows. Section [J]introduces the multivariate
unobserved components time series model in general terms and it describes the estimation
method and diagnostic checks for assessing the validity of the model. In Section |3| and
Section [4 we present and discuss the results of the empirical studies for Road Safety and
Labour Force processes, respectively. In both sections we start with outlining the available
data, then we adjust the general model for the application at hand and we finalize both
studies with an extensive in-sample assessment and forecasting study in which different model

adjustments and forecasting scenarios are compared over an expanding window between
2011-2022. Section Bl concludes.

2 Methodology

2.1 Statistical Early Warning Model

Our statistical framework is based on the linear Gaussian state space model for the analy-
sis of time series data, see Harvey (1989), |Durbin and Koopman (2012), and |Commandeur
and Koopman (2007); see also Appendix A. An important motivation for opting for this
methodology is that it easily handles missing data in time series, and transparently gener-
alizes to the joint analysis of multivariate time series. Define the N x 1 observation vector
Yt = (Y14, ...,yne) which represents the observations at time ¢ of N time series variables



Yit, for 2 = 1,..., N. The statistical early warning model belongs to the general class of
seemingly unrelated time series equations (SUTSE) models, which can be considered as a
multivariate extension of the univariate structural time series model of Harvey (1989). We
can represent it as a multivariate unobserved components time series model given by

Yi = Mt + Y + €, e ~ NID(0, X,), (1)

for t = 1,...,T, with T as the length of the time series, where u; is a N x 1 vector of
unobserved long-term stochastic trends, «; is a /N x 1 vector of unobserved seasonal stochastic
effects and g; is a N x 1 vector of the irregular, disturbance or noise component. The trend
can be defined as the local linear trend model, where the trend consists of a stochastic level
p; and slope v, components, and is given by

Pip1 = e + v+ &, & ~ NID(0, %), (2)
Vi1 = Vg —+ Ct, Ct ~ 1\11]:)(07 Ec), (3)

where the disturbance vectors &; and {; are mutually independent (also at all lags) and both
independent of €;. Specific trend specifications can be obtained by introducing restrictions
on the N x N covariance matrices 3¢ or 3, by enforcing sparseness (zero coefficients), by
having rank conditions or even by setting them equal to 0. Such specifications also lead
to a more parsimonious model. The seasonal process can be modeled as a dummy seasonal
model,

s—1
Vi1 =— Y Yeri—jtw,  wi~NID(0,5,), (4)
j=1

where s equals the number of months or quarters per year, depending on the frequency
of the time series, and the disturbance vector w; is independent of all other disturbance
vectors. Alternatively, a trigonometric seasonal model can be used, see Appendix [A] The
model is defined as a SUTSE as it has for each equation its own trend, seasonal and irregular
components, but at the same time it allows for cross-sectional correlations in the disturbances
within these components. Their subsequent disturbance covariance matrices ¢, X, and 3¢
can be diagonal, full rank or rank deficient (matrix with rank less than its dimension). A
rank deficient covariance matrix implies the presence of common components or factors.

The benefit of common factor models is that the estimation procedure is more efficient
because they are more parsimonious. Especially when multiple time series refer to the same
dynamic process it seems reasonable to consider such model simplifications. When the time-
liness of these time series differ, common factor models naturally allow for forecasting the less
timely target variable(s), exploiting the timely information of the auxiliary variable(s). This
is the main goal of our paper. Various common factor models are compared with univariate
benchmarks in two empirical applications to show the flexibility of the methodology as it
can be utilized in broad range of applications. As benchmarks a basic structural time series
model with deterministic and stochastic slope and seasonal are used, introduced by Harvey
(1989), Both models are univariate variations on the SUTSE models described in (1)-(4)),
where the first variant does not include a disturbance term for the slope and seasonal com-
ponent. The preliminary estimate for the target series gives practitioners an early indication
on the current state of the target series, before the latest observations have come in, hence
we call the common factor models under consideration statistical early warning models.
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2.2 State and parameter estimation

The class of SUTSE models outlined in the previous section contains unobserved components
and covariance matrices for the stochastic disturbances in these components, which are
both generally unknown. Estimates for the state variables, which include the unobserved
components, can be retrieved with signal extraction algorithms such as the Kalman filter.
The covariance matrices of the measurement disturbance terms and the state disturbance
terms are often referred to as hyperparameters and can be estimated via the method of
maximum likelihood.

In order to apply the Kalman filter, the SUTSE model is cast into the state space form
which is relatively straightforward, see Harvey (1989, Chapter 8). Let the collection of
observed information at time ¢ be denoted by the N x ¢ data matrix Y; = (y1,...,y;)".
The unobserved components, such as trend p;, seasonal «; and associated components, are
gathered in the state vector ay, for which optimal estimates are retrieved by the Kalman
filter. This recursive algorithm obtains the first two moments given all observed information,
i.e. E(y]Y;) and Var(a;|Y;). In general, the filtered estimate of the states at time ¢ can
be modified using the information that comes available after time ¢. This can be done by a
backward recursive algorithm which we usually refer to as the Kalman smoother. Note that
at time 7', both methods obtain the same result, see Durbin and Koopman (2012, Chapter
4) for a discussions and derivations of these techniques. A convenient property of Kalman
filtering and smoothing is that the recursions can be adjusted straightforwardly when missing
observations in the time series need to be handled, see (Durbin and Koopman 2012, Section
4.10). At time t = 1, the Kalman filter needs to be initialised. For nonstationary processes
and regression effects in the state vector, a diffuse initialization can be used, see \Durbin and
Koopman (2012, Chapter 5)}

Both signal extraction techniques assume however that the system matrices and hyper-
parameters of the state space model are known. This is generally not the case, therefore the
unknown values are replaced by their maximum likelihood estimates obtained by a numerical
optimization procedure. The standard errors of the Kalman filter and smoother estimates do
not account for the uncertainty of replacing the true hyperparameter values for their max-
imum likelihood estimates. Several parametric and nonparametric bootstrap methods exist
for estimating this extra uncertainty, see Pfeffermann and Tiller (2005). The state space
models discussed in this paper are implemented and fitted in OxMetrics (Doornik 2021)),
with the extensive use of SsfPack (Koopman, Shephard, and Doornik 2008]).

2.3 Diagnostic checking

The model assumptions underlying the linear Gaussian models from Section boil down
to the assumption that the one-step-ahead-prediction errors are normally and independently
distributed. Basic diagnostic tests can be performed on the standardised one-step ahead
prediction errors to detect significant departures from the model assumptions. These pre-
diction errors are often referred to as residuals or innovations, since they reflect the part
of y; that can not be predicted from the available information up until £. Note that the
standardised innovations are transformed in order to apply these basic diagnostic tests on
the individual elements separately, see Durbin and Koopman (2012, Chapter 7)l Hence all
N mutually independent standardised innovations are normally and serially independently



distributed with constant unit variance in a correctly specified state space model. Model
misspecification could lead to biased estimates and incorrect inference, hence we propose
several diagnostic checks here to detect this.

A standard test for serial correlation in the first P lags of the residuals is proposed by
Ljung and Box (1978). This test statistic is asymptotically x? distributed with P— H degrees
of freedom for structural models, under the null hypothesis that the residuals are serially
independent and where H refers to the number of hyperparameters. To test whether the
variance of the innovations is constant over time, we propose a basic heteroscedasticity test
by dividing the sums of two exclusive squared residual subsets of size h. This test statistic
should be Fj,, distributed, under the null hypothesis of homoscedasticity. To challenge the
normality assumption of these innovations, we obtain the skewness and kurtosis, which for
a normal distribution should be centered around zero and three respectively. They can be
combined into a test statistic that is asymptotically x? with 2 degrees of freedom, under the
null hypothesis that the innovations are normally distributed.

In statistical quality control, the Cusum (or cumulative sum control chart) is a sequential
analysis technique originally developed by Page (1954), It is typically used for monitoring
change detection. As its name implies, Cusum involves the calculation of a cumulative sum
of the standardised residuals to detect possible breaks in the dynamic process of the time
series. For a correctly specified model this cumulative sum is expected to sum to zero and
when several consecutive prediction errors have the same sign (i.e., are all positive, or are
all negative) than this implies that a structural break is occurring in the development of the
series. Visually, a structural break can be spotted when this cumulative sum starts drifting
away from the horizontal time axis. When the sum becomes more and more negative then
the observed counts are getting smaller and smaller than what we would expect. On the
other hand, when the sum becomes more and more positive then the observed counts are
getting larger and larger than what should be expected, and this is reason to raise the alarm.

2.4 Goodness-of-fit: in-sample and out-of-sample

The in-sample fit of various competing models are evaluated based on the Akaike information
criterion (AIC). This allows for a fair comparison of the log-likelihood values of competing
models with different numbers of parameters. In general, models with more parameters
will have a larger log-likelihood by default. The AIC corrects for this by penalizing the
log-likelihood based on the number of parameters.

The prediction accuracy of the competing models are determined on the basis of three
performance measures: the mean absolute percentage error (MAPE), the mean squared error
(MSE) and the mean absolute error (MAE) which are defined as

n n

1 . 1 .
x 100, MSE:EZ(%—WQ, MAE =~ [y — G,

t=1 t=1

Yt — gt|ﬂt

1 n
MAPE = = Z m

n
t=1

where ¢ 0, is the nowcast or forecast (in the latter case, 2 is replaced by €%_;) of the
univariate target series y;, given all available information in data set €2, at time ¢ and n is
the number of nowcasts in the forecast window. In the case of MAPE, the prediction error
is expressed as a percentage relative to the actual observation.



3 Empirical Study I: Traffic Safety Monitor

3.1 Data

Both Statistics Netherlands (SN) and the government agency “Rijkswaterstaat (RWS)” are
collecting statistics on road fatalities on a monthly frequency, which are being published on
a monthly or yearly frequency. The data consist of four time series on the number of road
fatalities, see Figure [I} These series are:

1. final number of road fatalities (FINRF) in the Netherlands, provided by SN;

2. registered number of road fatalities (REGRF) in the Netherlands, issued by RWS;

3. preliminary number of road fatalities amongst Dutch citizens (PRERFDC), from SN;

4. final number of road fatalities amongst Dutch citizens (FINRFDC), also from SN.
Once issued, the observations in the final series remain fixed and are not revised or adapted

over time.

200 200~

[~ FINRF [~ REGRF
1501 150/
100 100

501 50/

I N E R RS T S R N B
w 1990 2000 2010 2020 1990 2000 2010 2020
4

200 200
- [—— PRERFDC] [ [— FINRFDC]
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100/ 100
5o WWMWWM o
P R R B R T S R N B
1990 2000 2010 2020 1990 2000 2010 2020
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Figure 1: Available monthly observations of the time series on the number of road fatalities.

The first data that become available in the Netherlands are those on the preliminary
number of road fatalities among Dutch citizens (PRERFDC), as they are updated every
throughout the year. This is followed by the registered number of road fatalities (REGRF) a
couple of months later, and then a couple of weeks later by the final number of road fatalities
(FINRF). The final number of road fatalities among Dutch citizens (FINRFDC) are then the
last to become available. The general aim of this empirical study is to investigate how to use



the preliminary data in the PRERFDC and in the REGRF series to improve the precision
of what to expect for the final FINRF data before they are officially issued by Statistics
Netherlands.

The data used for this empirical study are shown in Figure [I| and cover the months of
1996(1)-2022(12) for FINFR, 1987(1)-2021(12) for REGRF, 2005(1)-2023(2) for PRERFDC,
and 1995(1)-2021(12) for FINRFDC.

3.2 Road Safety model

Since the four monthly time series all refer to the same process, that is, the underlying
latent aggregate road safety process of the Netherlands, it seems reasonable to assume that
the state disturbances of these four series are driven by the same dynamic process. We
therefore impose the restriction that the level disturbances of the four series exhibit perfect
linear dependence, and we apply the same restriction to the slope disturbances and the
seasonal disturbances. This results in a SUTSE model with common levels, common slopes
(and therefore common trends), and common seasonal components, which is obtained by
restricting the disturbance covariance matrices ¢, ¥ and X, to be all of rank one. As a
result, the road safety model can be described as follows:

Yie = Opiptf + 0l + 0, + i, €y ~NID(0,02), i=1,....4, (5)

where y;; is the time series variable of interest (FINRF), v+, y3+ and y,, are the auxiliary
time series of REGRF, PRERFDC and FINRFDC, respectively, MI is the common level, ,uIT
is the common trend, 7; is the common seasonal and ¢;; is the irregular component which
is assumed to be contemporaneously correlated across ¢ = 1,...,4, the loading coefficients
0,.,i, 0, and 0.,; are fixed, and variance o2 is strictly positive. Typical additional vectors in
the SUTSE model, containing fixed intercepts, linear trends and seasonal effects to capture
deterministic deviations from a common component, are not present in the Road Safety
model because all four time series are based on the same well-defined definition of “road
fatalities”. The purpose of this model is to produce timely nowcasts and forecasts for the
variable FINRF.

The common level ,uI is a dynamic stochastic level and specified as the local level model
of Harvey (1989),

MI+1 = /‘LI + gt) gt ~ NID (07 0-2) ) (6)
where the disturbance ; is mutually independent (at all lags) of all other disturbances in

the model. The common trend ,uIT contains a dynamic stochastic slope v; and is specified as
the smooth trend model as given by

Mzﬁkl - MIT + Vi,

(7)
Vi1 = 1 + Ct, Ct ~ NID (0,0'g) s

where disturbance (; is mutually and serially independent of all other disturbances. The
common seasonal is specified in trigonometric form, also see Harvey (1989),

(s/2

)
Tt = Z Vit (8)

Jj=1
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where ' _
Vit+1 = COS()‘J‘)%,t + Sln<>‘j)7;,t +wie, A= 21 j/s,

Vitrr = —sin(Aj)v5e + cos(Aj)Vi, + Wit j=1,...,(s/2),

in which w;; and w?, are independent NID (0,02) disturbance terms (mutually and serially
independent, also of all other disturbances) and s = 12 since we have monthly data. The
irregular vector (€14,...,e44)" is NID with a full non-singular covariance matrix which can
be estimated by the method of maximum likelihood, together with the other parameters.
The loadings or weights for the level, trend and seasonal components in each series are 6, ,
0., and 0. ;, respectively, with 6,, = 0,; = 0,1 = 1. The default option for the Road
Safety model is to set 0,;, = 0,; =0, =1, for ¢ = 2,3,4. Alternative option is to estimate
the loadings of the auxiliary series 0,,;, 6,; and 0, ;, for i = 2, 3,4, by maximum likelihood,
together with the variances for the level, trend, and seasonal, plus the irregular covariance
matrix. A SUTSE model with stochastic level and with deterministic slope and seasonal
effects, delivers the most parsimonious version and is obtained by restricting ag = 03/ = 0.
The performance of these models is evaluated both in-sample and in terms of forecasting
precision in the following subsections. A discussion on how to cast the Road Safety model
into state space form can be found in Appendix [B.1]

(9)

3.3 In-sample fit comparisons

Six variations on the general statistical early warning model are selected by applying different
restrictions on the covariance matrix structure of the three unobserved components. In this
section, they are compared based on the entire sample, before testing their performance in
terms of forecasting precision. The covariance matrix of the irregular €;;, for ¢ =1,...,4, in

is a full matrix in all models:

1. The first most basic model specifies one common stochastic level, while the slope and
seasonal components are deterministic. The level loadings 6,,; = 1 for all i.

2. The second model introduces a stochastic common slope and trigonometric seasonal
component to the model, where all loadings are fixed to be equal to one.

3. The third model estimates the loadings of the auxiliary series for the slope and seasonal
components freely by maximum likelihood, instead of fixing them to one.

4. The fourth model resembles model 1, but the level loadings of the auxiliary series are
estimated by maximum likelihood instead of fixed to one.

5. The fifth model extends model 4 by reintroducing stochastic common slope and sea-
sonal components, while their auxiliary loadings are fixed to one.

6. The sixth model is the most extensive model which includes all common unobserved
components and where the loadings of the auxiliary series are freely estimated for all.

Table [1] evaluates the in-sample performance of the models. Model 6 has the best model fit
since it has the lowest AIC. The model fit of models 3, 4 and 5 are almost as good as model
6 since their AIC values are only slightly bigger. Based on the AIC of Models 1 and 2, they
are clearly the worst fitting models. The model diagnostics for the standardized innovations

9



are presented per series and test for autocorrelation, heteroscedasticity and normality. These
tests would all be insignificant under correct model specification. Overall, there seems to
be no serial correlation present, but the homoscedasticity and normality hypotheses seem
violated for the first and second series (FINRF and REGRF) for some of the models.

Table 1: Model diagnostics for Road Safety monitor series: Log likelihood, AIC, and tests
on normality, autocorrelation and heteroscedasticity for FINRF (y; ), REGRF (y2.), PRE-
RFDC (y3:) and FINRFDC (y44).

Model 1 2 3 4 5 6
Series  Statistic
Log L 1212.121 1214.601 1230.019 1232.626 1235.745 1237.712
AIC -7.789 -7.792 -7.891 -7.920 -7.928 -7.940
Y1t Ljung Box 32.011 31.503 32.269 30.111 31.061 32.158
H(h) 1.497* 1.457* 1.468* 1.353 1.303 1.318
Skewness -0.176 -0.126 -0.168 -0.108 -0.079 -0.063
Kurtosis 3.771%* 3.616* 3.789*%*  3.813*F  3.733**  3.695**

Normality 9.313** 5.738 9.525%*  9.169* 7.283* 6.466*
Yot Ljung Box 35.462 36.568 30.785 29.617 31.716 29.703

H(h) 2.221%F  2.150%*  2.088**  2.008%*  1.925%F  1.912%*
Skewness -0.292*  -0.250*  -0.283*  -0.239* -0.200 -0.179
Kurtosis 3.916%F  3.742%*%  4.032**  3.978%F  3.876*F  3.880**

Normality 20.026™*%  13.575%* 23.489**  20.094** 15.717** 15.308**
Y3, Ljung Box 38.912 39.618 38.296 36.158 39.944 37.518

H(h) 1.315 1.279 1.323 1.185 1.165 1.112
Skewness -0.237 -0.184 -0.244 -0.148 -0.113 -0.133
Kurtosis 3.520 3.322 3.526 3.483 3.342 3.306

Normality 4.219 2.039 4.399 2.742 1.434 1.400
Yaye Ljung Box 31.202 35.616 30.615 27.135 33.013 34.679

H(h) 1.218 1.176 1.231 1.115 1.055 1.059
Skewness -0.285% -0.229 -0.300* -0.207 -0.185 -0.188
Kurtosis 3.745%* 3.476 3. 75106 3.724%* 3.534 3.477

Normality ~— 11.398*%*  5.657  11.985%%  9.011* 5.475 4.783
“p <0.01, 'p<0.05

In order to explore this further, a visual representation of the residual based diagnostics
of model 4 is given in Figure |2 While the figures for the second series REGRF seem to
contradict the test results on normality from Table [I} this could be explained by the larger
amount of observations for this time series. The power of the tests to detect deviations from
the null hypothesis increases with the sample size of the observed time series. Visually, the
diagnostic checks show nothing alarming in terms of normality violations, autocorrelation,
heteroscedasticity or drifting CUSUM for any of the series. This holds for all six models, as
they all resemble Figure [2] See Figure [BI] and Figure [B2] in Appendix [B] which show the
visual innovation diagnostics for models 2 and 6 as example.

An overview of the estimated hyperparameters based on the entire sample between 1987-
2023 is given in Table Since the covariance matrix of the irregular is a full matrix in all
models, we present the individual irregular variances from and the correlations of these
idiosyncratic noise terms between each series. Given that the four series represent similar

10
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Figure 2: Innovations diagnostics of Model 4, obtained with Kalman smoother.

processes, it is expected to observe such high correlations. The high loading estimates in
model 3 are the result of the small values for the corresponding variances of the common
slope and seasonal disturbance terms. Further note that the parameter estimates for the
variances of the common slope and seasonal disturbance terms in the more extensive models
5 and 6 tend towards zero as well. This implies that these stochastic extensions of model 4
do not provide much added benefit. Given that their AIC’s were quite similar, we consider
the more parsimonious model 4 as the best performing model in-sample.

Estimates of the unobserved components are presented in Figure[3] The estimates of the
slope and seasonal components are time-invariant for this model specification. At the begin-
ning of the series there are long periods with missing observations. As a result the standard
errors of the smoothed trend are large or even missing at the beginning. Similar graphs
for the other models can be found in Figures -[B7 It shows overall that multivariate
models with common factor restrictions are able to decompose and capture the unobserved
components that drive the dynamic progression of these time series. We notice that when
loadings of a common factor are fixed to 1, the four component estimates should resemble
each other, which can be seen in the plots of Model 2 and 5.
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Figure 3: State vector estimates in Model 4, obtained with Kalman smoother.

3.4 Forecasting evidence

In order to investigate the relative precision of the forecasts of the final monthly number
of fatalities (FINRF) in a certain year, say year X, we fitted the six SUTSE models with
common trends and seasonal components presented in the previous section using five different
scenarios.

In each scenario the forecasts for FINRF are calculated for the twelve months of year
X, and then these forecasts are compared with the actual data for FINRF in year X, which
had not been used when fitting the model. The first scenario is a benchmark to investigate
whether the availability of more and more recent data for the other series than FINFR would
indeed result in more precise forecasts. Thus for the benchmark the 1- to 12-step ahead
forecasts for FINFR are calculated for the 12 months of year X using a univariate basic
structural time series model with deterministic (DBSTSM) and stochastic (SBSTSM) slope
and seasonal components, fitted to the FINFR monthly data observed up to and including
year X—1.

All scenarios are meant to mimic different moments throughout the year at which SN and
RWS publish new data. Only PRERFDC is updated on a monthly basis, with a publication
lag of three months. FINRF, REGRF and FINRFDC are updated yearly. For example, our
target series FINRF is updated around the end of April, hence at X (4) all twelve monthly
observations of X—1 become available. Scenarios 2, 3, 4 and 5 forecast FINRF using our
proposed multivariate SUTSE models at X (5), X (10), X41(1) and X+1(4) respectively and
Table [2] shows the most recent observation of the auxiliary series at those moments in time.
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Table 2: Time series availability (v') in the forecast scenarios.™®

Scenario Forecast Series Month
moment X-2(12) X—1(3) X—1(6) X—-1(9) X—1(12) X(3) X(6) X(9) X(12)
1 X(4) FINRF v v v v v
X(5) FINRF v v v v v
REGRF v v v v v
PRERFDC v v v v v
FINRFDC v
3 X (10) FINRF v v v v v
REGRF v v v v v
PRERFDC v v v v v v v
FINRFDC v
4 X+1(1) FINRF v v v v v
REGRF v v v v v
PRERFDC v v v v v v v v
FINRFDC v
5 X+1(4) FINRF v v v v v
REGRF v v v v v v v v v
PRERFDC v v v v v v v v v
FINRFDC v v v v v

“The year number is X, the previous year is X—1, and the number between brackets refers to the month.

Recall from the notation introduced at the end of Section [2]that €; contains the data available
at period ¢t and that Y; = (y1,...,%)". Inscenario 1, Q; = (Y1,_;) for j =1,...,12 depending
on the month of forecast year X. In scenario 2, ; = (Y1 ,,—;, Yo,—j, Y3, Yas—j_12), in scenario
3, = (Yl,t—j7Y2,t—j7Y3,t—j+6>Y;1,t—j—12); in scenario 4, €, = (Yl,t—j,Y2,t—j>Y3,t—j+97 Y4,t—j—12)
and in scenario 5, € = (Y14—j, Yoy jr12, Yai—jt12, Yar—j)-

All analyses were applied to the logarithms of the observations. To assess the forecast
precision of the proposed models we applied a real-time forecasting study to the years X =
2011, ...,2022 and computed the well-known criteria for precision: the mean squared error
(MSE), the mean absolute error (MAE) and the mean absolute percentage error (MAPE).
The resulting MAPE for each model in the five scenarios are presented in Table [3| while
the other criteria can be found in Table [B2 and Table B4l Each column in Table [ contains
the MAPE averaged over the 12 months of a particular year. The final column presents
the average of all relative forecast errors over the entire period of the real time analysis.
Note that the model parameters are re-estimated each year, as there are more observations
available to fit our models on when we progress through the forecasting years. How the
hyperparameter estimates of model 4 in scenario 3 develop over the years can be found in
Table B5] as an example.

When comparing the forecasting precision of the univariate models in scenario 1 with
the multivariate models of scenario 2 no clear increase in performance is found. However,
scenario 2 does not utilize the timeliness of the auxiliary series yet, this is what scenarios 3,
4 and 5 are designed for. The multivariate SUTSE models in the final three scenarios clearly
outperform the univariate structural time series models.

Table [3] averaged the MAPE for the h-step ahead forecasts for h = 1,...,12 within each
year. Table {] presents the MAPE forecasts for the 12 months or the 12 different h-step
ahead forecasts, averaged over the years. This provides a comprehensible illustration of the
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Table 3: MAPE forecasting performance based on the 1- to 12-step ahead forecasts per
forecasting year and in total.

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 Total
1 DBSTSM 3.444 3.092 5.083 2.806 3.827 3.721 3.098 4.829 2.362 2.368 4.393 5.563 3.716

SBSTSM  3.423 3.092 5.083 2.806 3.827 3.721 3.098 4.829 2362 2.368 4.393 5.563 3.714
3.542 3.147 5512 3.082 3.475 3.509 2.895 4.751 2483 2.347 4.505 5.380 3.719
3.495 3.078 5.319 2.824 3.857 3.662 3.169 4.794 2446 2.405 4.460 5.427 3.745
3.614 3.046 5.018 2939 3.753 3.773 3.667 4.794 2.545 2.340 4.595 5.463 3.796
3.619 3.074 5.127 2920 3.903 3.644 2930 4.552 2.276 2.530 4.517 5.780 3.739
3.494 3.184 5.139 2.799 3.821 3.761 3.071 4.254 2116 3.104 5.081 4.990 3.735
3.615 3.782 4835 2786 4.102 4.177 3.882 5.025 3.298 2.607 4.369 6.753 4.094
2.294 2967 2308 2.046 2.598 2.728 2.708 3.453 2.771 2.886 3.434 2.155 2.696
2.349 2978 2.104 2359 2587 2.607 2742 3.412 2684 3.013 3.404 2.027 2.689
2.586 2.761 1.927 2317 2.754 2.515 2888 3.135 2518 3.357 3.523 2271 2.713
2.322 2723 2153 1.898 3.060 2.875 2.814 3.342 2.608 3.202 3.505 2.163 2.722
2460 2.654 2.119 2.029 2.859 2.698 2.750 3.410 2.752 3.052 3.432 2442 2721
2436 2943 1.983 2254 3.172 2421 2814 3.010 2422 3.962 3.660 2.628 2.809
2.272 2.051 1.860 2.088 1.551 1.947 2202 2.309 2695 2.775 3.176 1.403 2.194
2305 2.030 1.726 2.135 1.493 1.793 2228 2300 2.621 2.882 3.196 1.403 2.176
2.565 1.828 1.542 2.168 1.448 1.673 2487 2.137 2.589 3.259 3.287 1.483 2.206
2.210 1.700 1.658 1.955 1.887 2.147 2335 2.241 2619 3.172 3.199 1.445 2214
2.345 1.858 1.649 2.088 1.592 1.952 2.324 2463 2.676 2.875 3.193 1.090 2.176
2.599 1.751 1.672 2.009 2.743 2.741 3.513 3.688 3.714 2.758 3.210 3.355 2.813
1.052 1.295 0.816 1.269 0.691 1.431 0.961 0.950 1.188 0.886 1.757 0.649 1.079
1.075 1.286 0.786 1.250 0.695 1.409 0.961 0.940 1.192 0.883 1.763 0.646 1.074
0.995 1.694 0.890 1.463 1.283 1.677 1.710 1.557 1.771 1.058 2.163 1.977 1.520
0.725 1.217 0.835 1.236 1.047 1.638 1.252 1.415 1.811 1.739 1.726 2335 1.415
0.739 1379 0.783 1.256 0.820 1.492 0.989 0.931 1.167 0.821 1.760 0.615 1.063
1.218 1.451 0.752 1.177 0.734 1.365 1.093 0.987 1.202 1.037 1.891 0.801 1.142
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Table 4: MAPE forecasting performance for 1- to 12-steps ahead forecasts per month.

Scenario  Model Jan  Feb Mar Apr May June July Aug Sept Oct Nov Dec
t+1 t+2  t+3 t4+4  t+5 t+6  t+7 t+8 t+9 t+10 ¢4+11 t412
1 DBSTSM 4.202 5.135 3.246 3.992 2.148 3.010 4.789 3.076 3.788 4.928 2.701 3.572

SBSTSM  4.193 5.124 3.234 4.004 2.135 3.025 4.772 3.094 3.805 4.907 2.679 3.592
4.364 5.078 3.083 3.889 2.154 3.213 4.812 2910 3.921 5.017 2.741 3.444
4.404 5.204 2931 4.039 2.171 3.243 4.868 3.068 3.877 4.993 2.651 3.487
4.359 5.158 3.129 3971 2.341 3.248 4.965 3.101 3.833 4.944 2876 3.621
4.096 5.008 3.257 3.904 2.405 2.975 4.664 3.267 4.020 4.839 2.636 3.800
4.633 5.533 3.330 3.869 2.171 2774 4.634 3.365 3.683 5.070 2.551 3.203
4502 5.315 4.354 4.307 2480 3.395 4.965 3.878 3.830 5.068 2.558 4.479
1.817 2.279 1.515 1.172 1.347 2.425 4.328 2.816 3.549 4.860 2.696 3.543
1.673 2302 1.499 1.184 1.295 2431 4.300 2922 3.523 4.889 2.733 3.514
1.576 2.461 1.639 1.248 1.083 2.369 4.472 3.161 3.342 4.887 2.790 3.526
1.593 2.526 1.593 1.345 1.441 2373 4.271 3.058 3.405 4.671 2.544 3.845
1.510 2.299 1.741 1.359 1.302 2.740 4.255 3.157 3.477 5.023 2477 3.316
1.481 2.658 1.887 1.536 1.210 2.622 4.390 3.546 3.470 4.647 2.640 3.616
1.828 2299 1.496 1.175 1.316 2.395 1.989 1.607 1.366 4.343 3.247 3.267
1.675 2.325 1.496 1.200 1.267 2.397 1.971 1.609 1.354 4.405 3.122 3.293
1.605 2471 1.631 1.143 1.137 2342 2.019 2.006 1.166 4.319 3.184 3.444
1.632 2510 1.599 1.377 1.478 2.321 1.854 1.734 1.281 4.206 2.985 3.592
1.488 2.302 1.663 1.272 1.300 2.673 1.815 1.832 1.287 4.867 2.554 3.054
1.761 2.696 2.443 2.079 1.782 3.596 2.329 2.665 2.455 4.961 2.984 4.003
1.066 0.921 1.055 1.393 1.233 1451 1.111 1.110 0.522 1.044 1.350 0.690
1.002 0915 1.067 1.385 1.230 1.453 1.120 1.108 0.527 1.033 1.343 0.702
1.407 1.197 1.443 1.803 1.628 2.048 1.426 1.632 0.908 1.357 2.043 1.344
0976 1.416 1.338 1.547 1.746 1.803 1.159 1.526 1.369 1.266 1.560 1.272
0.879 1.116 1.174 1.221 1.379 1418 1.062 1.183 0.638 0.896 1.169 0.618
1.019 0917 1.203 1376 1.344 1.662 1.159 1.231 0.650 0.992 1.380 0.774
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advantage of a multivariate extension for the 12 different forecast windows. The results in
forecast scenario 3 and 4 clearly show a decrease in forecast accuracy for the largest horizons,
for which there are no provisional observations for PRERFDC yet. However, the accuracy
of those months still improves upon the univariate benchmarks for some of the models. For
the shorter horizons it is clear that a multivariate model utilizes the more timely available
provisional data. As a result, multivariate models provide much more accurate forecasts
than univariate models.

Figure [4] illustrates these findings by comparing the forecasts of model 4 in the different
scenarios with the realized target series observations. Moreover, it clearly shows that scenario
5 outperforms the rest in the final months of each year, which holds for the forecasts of all
models as shown in Figures [Bg] - This is in line with the construction of the scenarios,
since it is the only scenario that uses auxiliary information of REGRF and PRERFDC up
until the last quarter of X. The first graph of Figure presents the corresponding forecast
uncertainty. These forecast standard errors also follow a similar pattern. The standard errors
in scenarios 1 and 2 are very similar and the highest overall. In scenario 3 and 4 a jump
is visible at the 7- and 10-step ahead predictions, which are caused by the design of these
scenarios since they are the subsequent months of the most recent monthly observation of
PRERFDC. Naturally, the errors become slightly higher within each year, because a 1-step
ahead prediction is made with more precision than a 12-step ahead prediction.

If we compare the performance between the models within a scenario in Table [3], we find
that model 4 is actually one of the worst performing models in terms of forecasting precision.
Model 2 outperforms the rest in scenario 3, while model 5 does best in scenario 5. Both
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Figure 4: 1- to 12-step ahead forecasts of the FINRF series of Model 4, in the different
forecasting scenarios over the forecasting years 2011-2022.
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Figure 5: 1- to 12-step ahead forecasts of the FINRF series of the different models in scenario
3, over the forecasting years 2011-2022.

models present similar results in scenario 4. However, note that the MAPE is expressed as
a percentage and the performance differences between models are much smaller than the
differences between the scenarios. When considering the MSE and MAE in Table and
Table it is shown that no model outperforms another model convincingly. Scenario 3 can
arguably be considered as the most realistic one, when the forecasts are made in the month
of October, in the year of interest. Figure [5| confirms the minor differences in the point
estimates of each model visually for this scenario, but it holds in all multivariate scenarios,
see Figures - [BI6l Nevertheless, the second graph of Figure shows that model 5
has slightly less uncertainty in scenario 3, therefore it could be considered as the preferred
model when forecasting the target series FINRF. The combined forecasts and uncertainty of
model 5 in scenario 3 and 5 are presented in Figure[6] it shows the gain in forecast accuracy
with models that use information from correlated auxiliary series.
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Figure 6: 1- to 12-step ahead forecasts with uncertainty of the FINal Road Fatalities series
on a log scale, obtained with the best performing model 5 in scenario 3 (top) and scenario
5 (bottom).

4 Empirical Study II: Labour Force participation

4.1 Data

The data of this study consists of two time series with different observation frequencies.
Both series capture the labour force participation (LFP), see Figure

1. the LFP rate in the municipality of Amsterdam derived from the Tax Administration
and Employee Insurance Agency registers (Register), on a quarterly frequency.

2. the LFP rate in the Netherlands estimated from the Labour Force Survey (LFS) issued
by Statistics Netherlands, on a monthly frequency.

Typically, data published by the Tax Administration suffer from long publication delays.
Self-employed taxpayers can opt for a delayed tax declaration, hence the final tax assessment
can take several years. It takes approximately nine months after the reference year has ended
before the first preliminary data is published, while it can take up to another year thereafter
before the final figures are determined. On the contrary, the LFS is conducted every month,
so the LFP rate can be obtained much faster from that source, see the discussion in [van den
Brakel and Michiels (2021).

The benefit from determining the LFP rate on the basis of the registers however is
that this data cover the entire target population and can be used to derive very detailed
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Figure 7: Available time series of quarterly labour force participation (LFP) rate in Amster-
dam derived from the tax register and monthly LFP rate in the Netherlands obtained from

the labour force survey.

regional figures. The LFS, on the other hand, is a sample which implies that LFP estimates
contain sampling error. As a result, reliable monthly indicators can only be produced at high
aggregation levels. van den Brakel and Michiels (2021)| discuss inference methods that are
used to generalize these sample findings to the target population. The general aim of this
empirical study is to investigate how the noisy fast higher-frequent LF'S series can be used
to improve the precision of what to expect of the more precise slow lower-frequent LFP rate
series from the tax register before their rates are officially issued. Figure [7| shows the data
set of quarterly LFP rates for period 2003(1)-2021(4) from the “Register” and of monthly
LFP rates for period 2001(1)-2022(12) from the LFS of SN.

4.2 Labour Force model

Let y; denote the LFP rate for Amsterdam for quarter ¢, derived from the Tax Register
and z[; the estimate for the LF'P rate at the national level of the Netherlands for month 7
obtained from the LFS. The target variable of interest is the quarterly time series 1;, which
will be combined in a model with the auxiliary monthly time series x[;) with the purpose to
produce more timely nowcasts for 3. The LFS is based on a rotating panel design. Each
month a stratified simple random sample of persons enter the panel. This panel is observed
five times at quarterly intervals. A sample that enters the panel in month 7 is observed at
months 7,7+ 3,7+ 6,7+ 9 and 7+ 12. After the fifth interview at 7+ 12, the sample leaves
the panel. This creates serial correlation between x(;) and zj13;, for j =1,...,4.

18



The publication frequency difference of both time series restricts us from fitting a bivariate
SUTSE model to the data straightforwardly. Many approaches exist in the literature for
handling mixed frequency data. We take the approach of stacking the monthly observations
in a quarterly 3 x 1 vector series, and incorporate this vector within a multivariate dynamic
process of a quarterly frequency, see Blasques, Koopman, Mallee, and Zhang (2016)| for the
details. It is shown that low- or high-frequency representations of any linear dynamic process
lead to equivalent maximized log-likelihood values and parameter estimates. The following
quarterly notation for the monthly LFS series is adopted:

T x[T]
Ly = Te2 | = | Pir+1] | > (10)
T3 Tr42]

where x,; refers to the i-th month within quarter ¢ and 7 is the corresponding monthly index.
Then the Labour Force model can be written as a SUTSE model, that is

2= Ol + g+ O,ul" + po, + O + vou + Seuy + €4, e, ~NID(0,X.), (11)

where z; = (y;, ;) is the 4 X 1 vector of observations, the components level [LI , trend ,uIT,
seasonal 'yZ and irregular e; are defined similarly as in the model equation , but are now
in bold as they are vectors, this also applies to the loading matrices ©,, ®, and ©,, vectors
Mo, Mo and vy, capture the deterministic deviations from the common components for level,
trend and seasonal, respectively, vector S;u; accounts for the survey sampling structure in
the data, and 3. is the irregular covariance matrix. The loading matrices are imposed by a
Cholesky decomposition for a rank deficient covariance matrix of the disturbance term, see
Section for further details. In particular, for a two factor model we have

1 0

o iy | Ok21 1 0]2-1 0| (1 Oron Orsi Oran

%; = 02,0, = Ors1 Orso {0 0j2~2 0 1  Orzo Orao|’ (12)
Ora1 Orao

with (7,k) € {(&, 1), ((,v), (w,7)}. In a similar way, the one factor model can be obtained
straightforwardly by specifying ©y = (1,021,031, 0k4,1) and E;r- = 0]2-, where 621, k31
and 0 41 can be interpreted as the loadings in for 41, @2 and w3, respectively, while 0]2
reflects the variance of the disturbance term. These unknown parameters can be estimated
by the method of maximum likelihood or they can partly be restricted to zero or one. Finally,
the dynamic specifications for the elements of the trend vectors y,I and [,LIT are given by (@
and @, respectively. The dynamic specification for the elements of the seasonal component
vector 4, are specified as a dummy seasonal component, see Appendix

The sampling error effect is represented by the vector Syu,. The vector u; = (us 1, ut 2, ur3)’
contains the sampling errors of the monthly LFS estimates of «;. Note that the register vari-
able y; is based on a complete enumeration and is therefore observed without sampling error.
The sampling errors of the monthly LFS estimates account for heteroscedasticity that arise
from time-varying sample variance and autocorrelation induced by the rotating panel design
of the LFS. This is achieved by scaling the sampling errors w,; with the standard errors of
Ty, that is ky; = /Var(zy,;), hence S; is a 4 x 3 scaling matrix where the first row contains
zeros followed by diag(kiq, ko, ki3). To account for serial correlation due to the sample
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overlap of the rotating panel design, each wu;; is on its turn modelled as an AR(3) process
with zero autocorrelation coefficients for the first two lags, i.e. u;; = ¢u_1,; + e;. Note
that ¢ can be estimated from the survey data, see also van den Brakel and Krieg (2015) or
van den Brakel and Michiels (2021). They found that the AR(3) coefficient ¢ = 0.59, which
is treated as known here. The 4 x 1 vector &, contains the idiosyncratic noise of the quarterly
register series and monthly LF'S series, where the latter is again stacked according to .
Both are considered NID sequences, hence 3, = diag(afy, oZ 02,02 ). Further details and

Ex) T ER)

a discussion on how the Labour Force model can be cast into state space form are provided

in Appendix [C.1]

4.3 Covid correction

The Covid-19 crisis had strong effects on the labour force figures. The start of the Covid
crisis is indeed marked with sharp turning points in the monthly LFS figures. The crisis also
resulted in a sudden increase of the monthly changes in the labour force figures (van den
Brakel, Souren, and Krieg 2022). The flexibility of the time series model to pick up a sudden
increase in the monthly changes is mainly determined by the variance of the level and slope
disturbance terms. At the start of the Covid crisis, the values of these variances is based
on the volatility of the period-to -period changes observed in the past. As a result the time
series model will not be able to follow a sudden increase in this volatility, resulting in a
temporarily misspecification of the time series model. The time series model can be adapted
by temporarily increasing the flexibility of the trend. This can be achieved by increasing the
variances of the level and slope disturbance terms of the trend by multiplying the maximum
likelihood estimates of these variances with a time dependent factor which values are used
as a-priory known values in the model. See van den Brakel, Souren, and Krieg (2022) and
Gongalves, Hidalgo, Silva, and van den Brakel (2022)| for a detailed discussion.
The following time-varying covariance structures for the level and slope disturbance terms
are considered:
& ~NID(0,02,5), ¢ ~ NID(0,02,5,), (13)

where the variance factors Ug’t and ngt are assumed to be known and are equal to one
throughout the length of the sample, except for the period surrounding the outbreak at the
start of 2020. To minimize the manual adjustments, the time-varying factors are quickly
returning their values to one, typically after a few quarters.

4.4 In-sample fit comparisons

In this applications four variants of the Labour Force model are tested. First they are
compared based on their in-sample performance. The variants are obtained by applying
restrictions on the covariance matrix structures of the different unobserved components.
The sampling error and irregular structures are kept diagonal in all models:

1. In the first model, both trend components and the dummy seasonal component are
specified by one common factor. This is enforced by 3¢, ¥, and 3, all being rank one
matrices where the loadings are freely estimated by maximum likelihood.

20



2. In the second model, both trend components are still specified by one common factor,
but the seasonal component now has four independent factors. This is enforced by a
diagonal X, of rank four.

3. In the third model, the trend components are modelled by two common factors, while
the seasonal component is again specified by one common factor.

4. In the fourth model, the trend components are specified by two common factors. The
seasonal component is modeled by four independent factors.

Table [5] shows the model diagnostics for the four different models, which is used to evaluate
the in-sample model performance. Model 3 has the lowest AIC, with and without increasing
the flexibility of the trend during the Covid crisis. This indicates that Model 3 is the
best fitting model to our data. Various tests on the standardized innovations are presented.
Increasing the flexibility of the trends clearly leads to a general improvement when comparing
the diagnostics in the table. No evidence can be found for the presence of heteroscedasticity
anymore, while there is less evidence for violations of the normality assumption.

Table 5: Model diagnostics of LFS models with constant variance (left panel) and time-
varying variances (right panel) for trend disturbance terms.

constant trend variance time-varying trend variance
Model 1 2 3 4 1 2 3 4
Series  Statistic
Log L -135.173  -147.909  -126.531  -127.469 -118.166  -132.159 -110.772 -112.105
AIC 3.920 4.279 3.677 3.703 3.441 3.835 3.233 3.271
Yy Ljung Box 9.429 21.158 9.392 9.372 15.095 10.152 10.110 10.346
H(h) 1.785 2.570* 2.211% 2.182% 0.589 1.636 0.751 0.811
Skewness -2.069%%  -1.616%*  -1.033**  -1.043** 0.485 0.391 0.631* 0.678*
Kurtosis 14.795%*F  10.916™*  10.370**  10.354** 3.825 5.619** 3.948 4.032
Normality 462.184%*  216.312** 173.312%*F 172.857** 4.798 22.100**  7.371* 8.586*
Tt Ljung Box 18.935 17.592 20.862 20.202 23.666 27.310%  28.229*%  27.564%
H(h) 2.479* 2.919%* 2.414% 2.413* 1.666 1.452 1.512 1.431
Skewness -0.762** -0.454 -0.660%* -0.667* -0.452 -0.199 -0.214 -0.131
Kurtosis 5.664** 4.681** 5.007** 4.986** 3.755 3.333 3.153 3.207
Normality 32.569%F  12.623**  19.965**  19.797** 4.801 0.930 0.711 0.385
T2 Ljung Box 12.577 10.971 11.201 11.402 16.246 8.448 14.596 10.651
H(h) 1.867 2.554** 2.403* 2.356* 1.445 1.457 1.521 1.404
Skewness -0.581* -0.162 -0.471 -0.506 -0.209 -0.049 -0.177 -0.239
Kurtosis 4.250%* 3.824 4.185% 4.231%* 2.882 2.831 3.110 3.367
Normality 10.063** 2.714 7.918* 8.775% 0.652 0.132 0.478 1.254
T3 Ljung Box 60.199** 30.718* 32.893%%  32.484** 65.889%*  33.144**  36.945%*  36.714**
H(h) 1.591 2.699** 2.909** 2.827%* 1.234 1.608 1.706 1.683
Skewness -0.219 0.171 0.084 0.053 -0.011 -0.088 0.207 0.210
Kurtosis 3.839 4.077* 4.302* 4.294%* 3.113 3.515 3.441 3.512
Normality 3.103 4.417 5.960 5.827 0.046 1.025 1.266 1.515

“p < 0.01, "p < 0.05

A visual representation of the innovations from Model 3 for all four series is found in
Figure [8, which clearly shows the large negative one-step ahead prediction errors when
Covid started spreading. The largest drop in the labour force participation took place in
April of 2020, but recovered quickly in the following months, which is also visible in the
monthly LFS figures in Figure[7] This clarifies why the negative prediction in 2020Q2 is less
extreme for the M2 and M3 series compared to the M1 series.
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Figure 8: Innovations diagnostics of Model 3, obtained with Kalman smoother, with constant
variances for trend disturbance terms.
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Figure 9: Innovations diagnostics of Model 3, obtained with Kalman smoother, with time-
varying variances for trend disturbance terms.

22



Figure [9 shows the improvement in the innovation diagnostics when the flexibility of the
trends is increased at the start of the Covid crisis. In general, these visual diagnostic checks
show nothing alarming in terms of normality violations, autocorrelation, heteroscedasticity or
drifting CUSUM. The diagnostics of Model 1 show a similar improvement in the prediction
error, see Figures and [C2, however the CUSUM starts to drift outside the confidence
bounds. This is not the case for Models 2 and 4. Their diagnostics resemble those of Model
3, see Figures [C3)]- [C6]

The maximum likelihood procedure is based on all observations between 2001-2022. The
resulting parameter estimates are presented in Table [C1] Table shows the factors from
used to increase the variances of the level and slope disturbance terms. They are
responsible for the parameter estimate difference in Table The factors are multiplied
with the entire (rank deficient) level and slope covariance matrices, and Table presents
the resulting variance and loading parameters after decomposing these covariance matrices in
(12). Similar to findings in [van den Brakel and Michiels (2021)|, we observe a small variance
for the irregular compared to the variance of the sampling error, indicating the latter captures
most of this idiosyncratic variation. Model 2 without increasing the flexibility of the trend
during the Covid period is estimated as a common smooth trend model, as the disturbance
terms of the level and seasonal get variance parameters not far from zero. It seems that
specifying a model with four independent seasonal components is redundant, because again
most variance parameters are near zero. The hyperparameter estimates of Model 3 confirm
the conclusion based on the AIC that a model with two common factors for both trend
components and one common seasonal factor is the best fitting model to our data.
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Figure 10: State vector estimates in Model 3, obtained with Kalman smoother.
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Figure [10| shows the resulting smoothed estimates of the unobserved components when
the estimated hyperparameters of Model 3 are used in the Kalman filter and smoother recur-
sions. Figure[l1|shows the same with the time-varying trend disturbance term variances and
especially in the figures of the slope one can see the confidence bound becoming temporarily
wider because of it. It also shows that the sampling error and irregular are closely related.
For some models, the estimated irregular becomes very small, but the sampling error be-
comes larger and vice versa, see Figures [C7] - [CI2] If either the irregular or sampling error
becomes too small it is left out of the figure to avoid confusion. In general, the proposed
multivariate models are able to identify the common unobserved components accurately.
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Figure 11: State vector estimates in Model 3 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.

4.5 Forecasting evidence

In this section the forecasting performance of our SUTSE models are tested for the quarterly
LPF rate figures that are derived from the tax register (y;). The quarter of interest is denoted
with ). This forecasting study identifies four different scenarios in which the Labour Force
models are fitted. They are presented in Table [6]

In each scenario the 5-step ahead forecast for the tax register LFP rate in quarter @)
is calculated and compared with the actual observation. Since the tax register series
becomes available at a quarterly frequency with a delay of about five quarters, the forecast
horizon in this application is 5 quarters as shown in Table [0l Under scenario 1 a univariate
basic structural time series model is applied. This scenario serves as a benchmark to assess
to which extend the availability of the faster and more recent data from the LFS would
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Table 6: Time series availability (v') in the forecast scenarios.™

Scenario Forecast Series Quarter
moment Q-5 Q-4 Q-3 Q-2 Q-1 @
1 Q1) Register v
Q(2) Register v
LFS M1 v v v v v v
LFS M2 v v v v v
LEFS M3 v v v v v
3 Q(3) Register v
LFS M1 v v v v v v
LFS M2 v v v v v v
LFS M3 v v v v v
4 Q +1(1) Register v
LFS M1 v v v v v v
LFS M2 v v v v v v
LFS M3 v v v v v v

*
The quarter is Q and the number between brackets refers to the month in @, 1,2,3.

improve the forecasting precision in the other three scenarios. Scenario 2, 3 and 4 include
auxiliary information already available up until ¢, which indicates that the forecasts can
be thought of as nowcasts. These scenarios resemble the moments when the monthly LFS
figures for the first, second and third month of that quarter become available and a more
precise nowcast for y; can be obtained. This is about two weeks after the end of the reference
month. Recall that {2; contains the data available at period ¢ and that Y; = (y1,..., )"
In scenario 1, €, = (Y;—5), in scenario 2, € = (Yi_5, X;1, Xi—12, Xy—13), in scenario 3,
Q= (Yios, Xi1, X2, Xi—13) and in scenario 4, ; = (Y5, Xe1, Xt2, Xt 3).

The forecasting study was applied to the quarters @ = 2011(1),...,2021(4). Table [7]
shows the MAPE for the separate years and the average over all years. Results are presented
for all models with and without increasing the flexibility of the trend during the Covid crisis.
Table[C3|and Table[C4] present the MSE and MAE. The hyperparameters are re-estimated by
maximum likelihood in each quarter, to take into account the most recent observations while
progressing through the forecast window. Comparing scenario 1 with the other scenarios in
the performance measure tables show that the additional value of the auxiliary information
from the LFS is small during the period 2014 until 2019 where the LFP rate has a stable
increasing trend. The contribution of the auxiliary information is substantial in periods
around a turning point, i.e. 2012 and 2013 and the years of the Covid crisis. This indicates
that the nowcast of a detailed, precise figure derived from a register that comes with a
long publication delay of five reference periods can be improved successfully with a timely
indicator that is obtained from a sample survey.

Increasing the variances of the level and slope disturbance terms clearly increases the
prediction errors in 2020 and 2021. It shows that, while this procedure did have a positive
effect on the one-step ahead prediction errors as is shown in Section it negatively influ-
ences the five-step ahead prediction errors. Table [7] shows that it had the smallest impact
when model 3 was used for forecasting. The influence of these correction factors on the
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Table 7: MAPE forecasting performance based on the 5-step ahead forecasts per forecasting
year and in total, for models with time constant and time-varying variances for trend dis-
turbance terms.*

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 (2019) 2020 (2020) 2021 (2021) Total (Total)
1 BSTSM 2.207 1.819 0.722 0.748 1.463 0.560 0.339 0.405 0.405 0.405 3.371 3.371 5.704 6.523 1.613 1.687
2 1 2.410 1.089 0.417 1.319 1.093 0.807 0.332 0.289 0.512 0.487 2.168 3.280 1.889 5.494 1.120 1.547
2 2.061 0.882 0.485 1.148 0.994 0.785 0.308 0.216 0.413 0.406 2.104 3.418 1.939 5.880 1.030 1.508
3 1.457 0982 0.293 1.268 1.085 0.924 0.422 0.416 0.641 0.618 2.110 3.363 1.765 2.812 1.033 1.240
4 1.833 1.138 0.659 1.487 0.467 0.795 0.801 0.289 0.333 0.322 1.723 2.039 1.904 4.190 1.039 1.275
3 1 2.405 1.090 0.443 1.240 1.126 0.872 0.389 0.427 0.446 0.422 2.083 3.195 1.995 5.608 1.138 1.565
2 2.107 0.885 0.468 1.072 1.021 0.847 0.387 0.352 0.350 0.343 2.044 3.310 2.010 5.978 1.049 1.525
3 1.191 1.546 0.635 1.662 0.731 0.492 1.125 0.633 0.263 0.247 1.715 2.079 1.979 2.063 1.088 1.128
4 1.850 1.835 0.930 1.602 0.442 0.427 0974 0.546 0.268 0.253 1.657 1.988 2.042 4.316 1.143 1.378
4 1 2.360 0.877 0.172 0.815 0.994 0.786 0.509 0.585 0.552 0.519 1.975 3.200 1.984 5.297 1.055 1.465
2 1.854 0.880 0.528 1.268 0.916 0.783 0.276 0.311 0.397 0.423 1.927 2913 1.950 6.018 1.008 1.470
3 1.494 1.099 0.476 1.345 0.583 0.591 0.966 0.627 0.583 0.566 1.722 2.205 1.926 5.037 1.038 1.363
4 1.801 1.063 0.628 1.445 0.484 0.458 0.765 0.964 0.441 0417 1.694 2412 1.987 5242 1.066 1.425

Brackets refer to results including time-varying trend disturbance term variances.

uncertainty of the forecasts is visualized in Figure This figure also confirms that the
increase in the forecast standard errors surrounding the Covid crisis is of a lesser magnitude
for model 3, which could explain the smaller increase in prediction errors for this model.
For all models and scenarios it follows that increasing the flexibility of the trend component
during the Covid period deteriorates the forecast performance.

Figure [12 compares the nowcasts of model 3 in the different scenarios. The forecasts in
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Figure 12: 5-step ahead forecasts of the register LPF rate series of Model 3, in the different
forecast /nowcasting scenarios, constant (top) and time-varying (bottom) variances for trend
disturbance terms.
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the univariate scenario 1 seem to react late to changes in the trend, i.e. the lack of more
timely information and the long publication lag that a univariate model has to deal with is
clearly visible. When comparing scenario 4 with 2 or 3 in either Table [7] or Figure it
seems like waiting until the final monthly observation within the quarter of interest does not
necessarily lead to a better forecast. This holds for all Models, see Figures -IC15 As
expected the forecast uncertainty in Figure is higher in scenario 1, but does not differ
much in the other scenarios. Recall that the difference between them is the availability of
just one extra monthly LEFS observation when fitting the model and generating the forecasts,
hence this is not that surprising.

As mentioned before, Figure[I2]indicates that in the period between 2014 and 2020 with a
stable upward trend in the LFP rate, all scenarios generate roughly equal nowcast errors. The
advantage of a multivariate extension is clearly visible in times of changes in the trend. The
figures also indicate that the models with a flexible trend component during the Covid period,
result in larger nowcast errors. When considering their overall forecasting performance within
a scenario in Table [7] instead, we already mentioned that model 3 outperforms the other
models, which was mainly due to the fact that this model was less affected by the correction
factors used to increase the variances of the level and slope disturbance terms. However,
without this correction, model 2 is actually the best performing model. In general, model
1 is the worst performing model. Overall the largest difference is between the univariate
model without auxiliary information versus the multivariate series that include auxiliary
information. Differences between the three scenarios and multivariate models that include
auxiliary information are smaller. When looking at the yearly disaggregation however, it

Time (quarter)
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Figure 13: 5-step ahead forecasts of the register LPF rate series of the different models, in fore-
casting scenario 3, constant (top) and time-varying (bottom) variances for trend disturbance terms.
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follows that this is again mainly due to years with changes in the trend. In stable years,
this could be the other way around. Figure[13|shows the nowcasts of the different models in
scenario 3 as example and it confirms this finding, but it holds for all multivariate scenarios,
see Figures and Figure [[4]shows the combined nowcasts and uncertainty of models
2 and 3 in scenario 3, since they can be considered the preferred models with constant or
time-varying trend disturbance variances.

| [—— Register —— Forecast model 2 -+ 95%Cl|

T S S S U S E U R B
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LFPrate

| [—— Register —— Forecast model 3 -+ 95%Cl|

2001 2012 2013 2014 2015 2016 2017 2018 2016 2020 2021 2022 2023

Time (quarter)
Figure 14: Forecasts with uncertainty of the Register LFP rate obtained with the best performing
models 2 & 3 in scenario 3, with constant (top) and time-varying (bottom) variances for trend
disturbance terms.

5 Conclusion

In this study we have developed a procedure for the early detection of the development of
dynamic processes for which the corresponding observations exhibit long publication lags.
The procedure exploit more timely information from auxiliary time series data. For this
purpose, we have adopted a multivariate SUTSE model with common trends and common
seasonal components, and have assumed that the different time series have similar underlying
data generating processes. The proposed method is very general as it can be applied to a wide
range of situations, in particular in official statistics, to construct timely early indicators.
The recent Covid crisis emphasized the relevance of having timely indicators on a wide
range of topics for policy and decision makers. In two empirical applications of key interest
to the general public, we have validated the model assumptions and we have shown that
the methods can handle different publication frequencies and can generate nowcasts and
forecasts at different points throughout the year. A solution when mixed-frequencies exist is
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proposed and it is shown how the methods perform in the case of unexpected circumstances
such as the Covid outbreak.

In the first application, we have analyzed the development of the Dutch road safety
process as observed in the official and final monthly number of road traffic fatalities in
the Netherlands, issued once a year by Statistics Netherlands (SN). We proposed different
variants of multivariate SUTSE models with common trends and seasonal components that
can be treated as statistical early warning models, and that can detect potentially alarming
developments in the official and final monthly number of road fatalities at an early stage. The
models use three other proxies for the development of Dutch road safety, where two of these
proxies contain observations that become available before the official and final statistics are
issued by SN. The preliminary observations in these other sources clearly help to improve
the forecasting precision of the official figures, compared to the forecasts obtained from
univariate models. Particularly, a multivariate SUTSE model with one common level, one
common slope and one common seasonal generates the best forecasts.

In the second application, we have shown how detailed indicators of the labour force
participation (LFP) rate at the municipal level can be nowcasted using monthly estimates
for the LFP rate at the national level. The detailed regional figures are derived from a tax
register, which can be interpreted as a complete and accurate enumeration of quarterly LFP
figures. These figures, however, come with a delay of five quarters which heavily compromise
their relevance. The national figures on the other hand are obtained with the Labour Force
Survey (LFS), which results in noisy LFP estimates that are available two weeks after a
month has ended. Multivariate SUTSE models are proposed that combine the quarterly
figures for the capital Amsterdam with monthly LFS figures. The model accounts for the
sampling error of the LFS estimates and serial correlation induced by the rotating panel
design of the LFS. The labour force figures are strongly affected by the Covid outbreak.
The crisis induced turning points and strongly increased the period-to-period changes. To
avoid model misspecification it was necessary to increase the flexibility of the trend by
treating the variances of the level and slope disturbance terms as time-varying parameters. A
forecasting study comparison has shown that this Covid modification deteriorates the multi-
period forecast performance. Hence, while the one-step ahead prediction error/innovation
diagnostics benefit from the increased flexibility, it does not lead to more precise five-step
ahead predictions. It is found that the inclusion of more timely auxiliary information becomes
beneficial for nowcasting the quarterly labour force rate, compared to predictions made by
a univariate model, particularly for periods where the trend is not monotonically in- or
decreasing. In general, a multivariate SUTSE model with one common level, one common
slope and deterministic dummy seasonal component performs the best without the time-
varying trend disturbance terms. With the increased trend flexibility, a model with two
common levels, two common slopes and one common seasonal component achieves the best
predictions.

Overall, this paper shows that the use of multivariate SUTSE models works well when
there is a need for a preliminary estimate of a dynamic process for which the observations
become available with potentially long publication lags. We have effectively developed a
statistical tool that is able to provide an early warning on which policy-makers can act. The
method is general, widely applicable and can deal with problems that arise in practice. More
extensive higher dimensional applications could be explored further, as well as forecasting
multiple target series simultaneously.
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A Supplementary material Section 2

We start off from the state space approach for the analysis of time series data, see |Harvey
(1989), Durbin and Koopman (2012), and Commandeur and Koopman (2007). An important
motivation for opting for this methodology is that it easily handles missing data in time series,
and transparently generalizes to the analysis of multivariate time series. Let y; denote the
N x 1 observation vector that contains the N observations at time t. The general linear

Gaussian state space model for the T-dimensional observation sequence y, ..., yr is given
by

Yy = Ztat + &4, Ep ~ NID(O, Ht), (Al)

a1 = Tioy + Ry, n: ~ NID(0, Q,), t=1,...,T, (A.2)

where o is the state vector, €; and ), are disturbance vectors and the system matrices Z;, T},
R;, H, and Q; are fixed and known but a selection of elements may depend on an unknown
parameter vector. Equation is called the observation or measurement equation, while
is called the state or transition equation. The M x 1 state vector a; is unobserved.
The N x 1 irregular vector €, has zero mean and N x N variance matrix H;.

The N x M matrix Z; links the observation vector y; with the unobservable state vector
;. Besides the state variables that define the trend, seasonal and cycle, a; may also consist
of regression variables. The M x M transition matrix 7T} in determines the dynamic
evolution of the state vector. The R x 1 disturbance vector 7, for the state vector update
has zero mean and R x R variance matrix ;. The observation and state disturbances €; and
1, are assumed to be serially independent and independent of each other at all time points.
In many standard cases, R = M and matrix R; is the identity matrix /,;. In other cases,
matrix R; is an M x R selection matrix with R < M. Although matrix R; can be specified
freely, it is often composed of a selection from the first R columns of the identity matrix I,;.

By appropriate choices of the vectors oy, €; and 7, and of the matrices Z;, T;, H;, R;
and Qy, a wide range of different time series models can be derived from and . In
this paper we discuss the class of seemingly unrelated time series equations (SUTSE) models,
which can be considered a multivariate extension of structural time series models:

Yy = Wy + Y + €y, e ~ NID(0, X,), (A.3)

where y; is a N x 1 vector of time series, p; is a N x 1 vector of unobserved trends, ~; is a
N x 1 vector of unobserved seasonal effects and €; is a N x 1 vector of the irregular or noise
component. The trend is defined as the local linear trend model, where the trend consists of
a stochastic level and slope component,

Pey1 = My + U+ &, & ~ NID(0, %), (A4)
Viyr =V + G, ¢ ~ NID(0, X¢). (A.5)

More parsimonious trend models can be obtained straightforwardly by restricting the N x N
covariance matrices 3¢ or X, to be equal to 0. The seasonal process can be modeled as a
dummy seasonal model,

s—1
Ye+1 = — Z Ye+1—j + Wi, Wy ~ NID(07 2&))7 (A6)
j=1
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where s equals the number of months or quarters per year, depending on the frequency of
the time series. Alternatively, a trigonometric seasonal model can be used,

(s/2)

Z 7] ty (A7)
where

27T] 27Tj
Vit = C0S { == | Vi + sin Vit t Wit

. (A.8)
27Tj 27T] )
Vit = —sin . v + cos Vi T Wit j=1,...,(s/2),

and where the trigonometric functions are scalars, 7, and ~;, are N x 1 vectors and w
and wj, are independent NID(0, X)) Variables The disturbance terms of the different com-
ponents in (A.3), (A4), (A.F) and (A.G) or are mutually independent. However, the
model allows for cross-sectional Correlations in the disturbances within these components.
In other words, ¥¢, ¥ and X, can be diagonal, full rank or rank deficient (i.e., a matrix
with rank less than full).

In case of rank deficient covariance matrices, the SUTSE model from can be written
as a common factor model, in which some or all of the components are driven by disturbance
vectors with less than N elements:

Yo = Oup] + po + Ol + pro + Oy +v00 + €1, e ~NID(0,X.),  (A.9)
oy = pl + € ¢ ~NID(0,3),  (A.10)
plly = plt + 0, (A.11)

)

vl =+ ¢t iT ~ NID(0, (1), (A.12

where ,ul isa K, x1 Vector of common levels, modelled as in () with th equal to 0 for
all t and diagonal X, ut is a K, x 1 vector of common slopes, modelled as in (|A.4)) and

A.5) without a vector with level disturbance terms and diagonal Ell and 'yt isa K, x1
vector of common seasonals, modelled as in or and (A.8)) and diagonal X7 . The
N x 1 vector py consists of K, zeros as first elements followed by a N — K, vector p of fixed
levels as remainder. The N x 1 vector py, consists of K, zeros as first elements followed
by a N — K, vector fi + vt of fixed linear trends as remainder. The N X 1 vector g
consists of K, zeros as first elements followed by a N — K, vector of fixed seasonal effects
as remainder, i.e. 4 = ; if ¢ corresponds to seasonal period j, for 7 = 1,...,s. The
N x K, factor loading matrix @, has the ij-th element 6;; equal to zero for j > i and 6;
equal to one. Similar structures apply to ©, and ©,. Note that we can obtain the original
SUTSE notation by writing p; = @Mp,l + o + G)Vull + pos and v = @fytl + Yot
while 3¢ = ©,3] e' , 5 = 0,30, and B, = ©,%] 0/, are singular matrices with rank
K,, K, and K respectively (Koopman, Harvey, Doornik, and Shephard 2009)).
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B Supplementary material Section 3

B.1 State space form
The Road Safety model can be written in linear state space form from (A.1)-(A.2)). The

measurement, equation is:

Yit €1t
P10 01010101010 1)e@L]a+|2], (B.1)
Y3t €3t
Yat €4t

where the state vector a is specified as follows:

/ / / / / /
Oét:(lit v, ’Yt), ,Ut:(,ul,t Mot 3¢ M4,t), VtZ(Vl,t Vogy V3t V4,t)7

_ / */ / / ! !
’Vt—('h,t Y Yo - Vsp Vs '76,t)a

)

Vit = (’Yl,t Yot V3t ’)’4,t), Vije{l,...,6},

* * k * * / .
Vit = (71,t Yot V3 74,t) Vijie{l,...,5},

which contains the trend and trigonometric seasonal components for the four monthly time
series. As discussed the idiosyncratic noise of the target and auxiliary series are Gaussian
i.i.d. sequences with a full irregular covariance matrix:

2
Ogp Oc1p Oe13 Ocyy
2

o 02 Oepy O

Ee — €2,1 €2 E;,s €2,4 (Bz)
Oc31 Oezp  Ogy  Oegy

2
Ocsi Oeap Oeny Ogy
The state vector’s dynamic transitioning can be described as follows:
T, O
_ o 8x44
Qi1 = 0 T o + 7y, n ~ N(0,%,). (B.3)
44x8 ¥

The trend is defined as local linear trend model and the seasonal component as stochas-
tic trigonometric seasonal model, see Harvey (1989) and [Durbin and Koopman (2012)], by
specifying:

11 :

| cosA;  sin _mj '
Cj_ |:—Sin)\j COS)\j:|®I4’ )\J_ 67 vje{l,...,5},
* " ’
n = (& Cz{ wi,t w1,/t wéyt wéi w5ft ""é,t) 7

&= (Cs & & &un)y G= (G Gu G Cur),
wj7t:(wl,t Wot W3t W4,t)/7 Vje{l,..., 6},

/ .
w;:t - (wit ws,t w;,t WZ,t) ) v J € {17 tee 75}
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The covariance matrix of the disturbance terms is a blockdiagonal matrix of 4 x4 submatrices:
3, = diag(Xe, X, I11 ® X)), (B.4)

where these disturbance term variance blocks are rank deficient in case of common factors
for the corresponding component. Loadings are then retrieved from the lower triangular
matrix of a Cholesky decomposition of such a block.
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B.2 Tables

Table B1: Parameter estimates.

Model 1 2 3 4 ) 6

o2 0.0005  0.0005  0.0005 0.0005 0.0005  0.0005
0,2 1 1 1 1.2089  1.2747  1.2328
0,5 1 1 1 0.9900  0.9861  1.0910
0,4 1 1 1 0.9466  0.9358  0.9253
o2 - 25T4e-14  9.896e-13 - 1.754e-08 1.586e-12
0,2 - 1 -180.2032 - 1 90.7448
0,3 - 1 57.4598 - 1 -151.8539
0,4 - 1 74.5109 - 1 -10.3725
52 - 2.519¢-06 0 - 2.570e-06  2.822¢-06
0, - 1 94.9402 - 1 0.9037
0,5 - 1 101.0762 - 1 0.9014
04 - 1 -38.0955 - 1 0.9857
52 0.0199  0.0187  0.0198  0.0199  0.0189  0.0188
52 0.0239  0.0227  0.0233 00226 0.0216  0.0215
52, 0.0220  0.0209  0.0220  0.0220  0.0211  0.0205
5200216 0.0204  0.0215  0.0217  0.0209  0.0206
ey, 09282 09244 09364  0.9349 09335  0.9345
pes,  0.8651 08577  0.8660  0.8651  0.8592  0.8617
ey 09020  0.8963 09038  0.9038  0.8994  0.8991
pes, 08145 08050  0.8294 0.8226 08166  0.8190
per, 08377 08202  0.8552  0.8512  0.8464  0.8479
pers 09507 09480  0.9507  0.9510  0.9490  0.9509
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Table B2: MSE forecasting performance based on the 1- to 12-step ahead forecasts per
forecasting year and in total.

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 Total
1 DBSTSM 0.040 0.024 0.056 0.022 0.033 0.044 0.019 0.049 0.013 0.021 0.046 0.076 0.037

SBSTSM  0.041 0.024 0.056 0.022 0.033 0.044 0.019 0.049 0.013 0.021 0.046 0.076 0.037
2 1 0.038 0.022 0.066 0.023 0.028 0.041 0.017 0.049 0.014 0.020 0.050 0.074 0.037
0.041 0.022 0.060 0.022 0.032 0.045 0.019 0.049 0.014 0.021 0.048 0.072 0.037
0.040 0.021 0.054 0.024 0.030 0.047 0.025 0.050 0.015 0.020 0.048 0.072 0.037
0.047 0.024 0.058 0.023 0.033 0.044 0.018 0.045 0.011 0.023 0.049 0.081 0.038
0.041 0.025 0.057 0.022 0.032 0.048 0.019 0.038 0.010 0.033 0.057 0.064 0.037
0.046 0.037 0.050 0.024 0.036 0.052 0.032 0.055 0.024 0.018 0.047 0.102 0.044
0.028 0.019 0.016 0.008 0.021 0.021 0.016 0.035 0.017 0.025 0.027 0.018 0.021
0.031 0.020 0.014 0.011 0.020 0.021 0.017 0.033 0.016 0.027 0.027 0.017 0.021
0.029 0.017 0.013 0.011 0.021 0.020 0.020 0.029 0.014 0.029 0.029 0.023 0.021
0.029 0.016 0.016 0.006 0.026 0.023 0.018 0.032 0.015 0.029 0.030 0.019 0.022
0.030 0.016 0.015 0.007 0.023 0.021 0.018 0.032 0.017 0.030 0.025 0.027 0.022
0.035 0.021 0.013 0.010 0.025 0.019 0.019 0.024 0.014 0.040 0.031 0.032 0.024
0.021 0.009 0.011 0.008 0.010 0.009 0.010 0.012 0.016 0.024 0.021 0.007 0.013
0.024 0.009 0.010 0.008 0.010 0.009 0.011 0.012 0.016 0.026 0.022 0.007 0.014
0.025 0.008 0.009 0.009 0.009 0.008 0.014 0.011 0.015 0.028 0.024 0.008 0.014
0.021 0.008 0.011 0.008 0.014 0.010 0.012 0.012 0.015 0.028 0.021 0.007 0.014
0.026  0.008 0.010 0.008 0.011 0.009 0.013 0.014 0.017 0.030 0.022 0.004 0.014
0.026 0.009 0.012 0.009 0.019 0.017 0.024 0.032 0.036 0.019 0.023 0.025 0.021
0.003 0.004 0.002 0.003 0.002 0.004 0.002 0.002 0.004 0.002 0.006 0.001 0.003
0.003 0.004 0.002 0.003 0.001 0.004 0.002 0.002 0.004 0.002 0.006 0.001 0.003
0.003 0.007 0.002 0.004 0.004 0.006 0.006 0.006 0.008 0.002 0.009 0.010 0.006
0.001 0.004 0.002 0.003 0.003 0.006 0.004 0.005 0.007 0.007 0.005 0.011 0.005
0.001 0.004 0.002 0.003 0.002 0.004 0.002 0.002 0.003 0.002 0.006 0.001 0.003
0.003 0.005 0.001 0.003 0.001 0.004 0.003 0.002 0.003 0.003 0.008 0.001 0.003

I
UL W N O U WRN OO WK O O W

Table B3: MSE forecasting performance based on the 1- to 12-step ahead forecasts per
month.

Scenario  Model t+1  Feb Mar Apr May June July Aug Sept Oct Nov Dec
1 DBSTSM 0.050 0.051 0.029 0.034 0.014 0.027 0.054 0.034 0.036 0.056 0.018 0.037

SBSTSM 0.050 0.051 0.029 0.034 0.014 0.027 0.054 0.034 0.036 0.056 0.018 0.038
0.060 0.051 0.026 0.032 0.015 0.027 0.052 0.032 0.038 0.054 0.019 0.033
0.056 0.054 0.026 0.034 0.015 0.028 0.052 0.033 0.037 0.055 0.019 0.036
0.052 0.054 0.029 0.034 0.015 0.028 0.054 0.033 0.037 0.053 0.021 0.036
0.053 0.049 0.030 0.034 0.016 0.026 0.053 0.037 0.041 0.056 0.019 0.042
0.061 0.060 0.028 0.035 0.013 0.022 0.047 0.034 0.033 0.061 0.015 0.038
0.048 0.055 0.045 0.040 0.018 0.034 0.065 0.050 0.042 0.059 0.019 0.051
0.007 0.012 0.007 0.004 0.003 0.014 0.044 0.023 0.033 0.051 0.020 0.033
0.006 0.012 0.007 0.004 0.003 0.014 0.043 0.023 0.032 0.051 0.021 0.036
0.006 0.013 0.007 0.005 0.003 0.013 0.044 0.028 0.030 0.052 0.022 0.034
0.005 0.014 0.007 0.006 0.004 0.012 0.044 0.026 0.032 0.052 0.019 0.038
0.006 0.014 0.008 0.005 0.004 0.017 0.042 0.029 0.031 0.056 0.017 0.035
0.005 0.014 0.008 0.008 0.003 0.014 0.042 0.037 0.030 0.056 0.021 0.043
0.007 0.012 0.006 0.004 0.003 0.014 0.008 0.007 0.004 0.043 0.022 0.029
0.006 0.012 0.006 0.004 0.003 0.014 0.008 0.007 0.004 0.044 0.022 0.033
0.006 0.014 0.007 0.004 0.003 0.013 0.009 0.010 0.003 0.044 0.024 0.032
0.006 0.014 0.007 0.006 0.004 0.012 0.008 0.007 0.004 0.045 0.021 0.033
0.005 0.014 0.008 0.005 0.004 0.016 0.008 0.008 0.004 0.052 0.017 0.031
0.007 0.019 0.015 0.010 0.007 0.028 0.016 0.016 0.014 0.055 0.023 0.041
0.003 0.002 0.003 0.005 0.004 0.005 0.003 0.003 0.001 0.002 0.004 0.002
0.002 0.002 0.003 0.005 0.004 0.005 0.003 0.003 0.001 0.002 0.004 0.002
0.005 0.003 0.005 0.007 0.005 0.009 0.005 0.008 0.002 0.004 0.009 0.005
0.002 0.004 0.004 0.005 0.007 0.009 0.004 0.005 0.004 0.004 0.006 0.004
0.002 0.003 0.003 0.004 0.004 0.005 0.003 0.003 0.001 0.001 0.003 0.001
0.002 0.003 0.003 0.004 0.004 0.006 0.003 0.003 0.001 0.002 0.004 0.002
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Table B4: MAE forecasting performance based on the 1- to 12-step ahead forecasts per
forecasting year and in total.

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 Total
1 DBSTSM 0.141 0.125 0.18 0.110 0.153 0.150 0.122 0.196 0.095 0.090 0.163 0.234 0.147

SBSTSM 0.140 0.125 0.186 0.110 0.153 0.150 0.122 0.196 0.095 0.090 0.163 0.234 0.147
0.144 0.126 0.201 0.120 0.140 0.142 0.114 0.193 0.100 0.090 0.167 0.227 0.147
0.143 0.124 0.194 0.111 0.154 0.148 0.125 0.195 0.099 0.092 0.166 0.228 0.148
0.147 0.122 0.183 0.115 0.150 0.152 0.144 0.195 0.103 0.089 0.171 0.229 0.150
0.149 0.124 0.187 0.114 0.157 0.147 0.116 0.185 0.092 0.096 0.169 0.243 0.148
0.143 0.128 0.188 0.110 0.153 0.152 0.120 0.171 0.085 0.118 0.186 0.210 0.147
0.144 0.153 0.179 0.110 0.164 0.169 0.154 0.205 0.133 0.101 0.164 0.283 0.163
0.096 0.117 0.091 0.078 0.105 0.110 0.107 0.143 0.111 0.110 0.134 0.091 0.108
0.099 0.118 0.083 0.090 0.105 0.105 0.109 0.141 0.108 0.115 0.133 0.086 0.108
0.107 0.109 0.077 0.089 0.111 0.102 0.114 0.129 0.101 0.128 0.138 0.097 0.108
0.097 0.109 0.086 0.073 0.124 0.116 0.112 0.138 0.104 0.122 0.137 0.091 0.109
0.103 0.106 0.084 0.078 0.116 0.109 0.109 0.141 0.110 0.117 0.133 0.104 0.109
0.102 0.119 0.079 0.087 0.128 0.098 0.111 0.123 0.096 0.151 0.143 0.112 0.112
0.094 0.081 0.073 0.080 0.063 0.077 0.086 0.093 0.108 0.106 0.123 0.056 0.087
0.096 0.081 0.068 0.082 0.061 0.071 0.087 0.092 0.105 0.110 0.124 0.057 0.086
0.105 0.073 0.062 0.084 0.058 0.066 0.097 0.085 0.104 0.124 0.127 0.060 0.087
0.092 0.068 0.066 0.075 0.076 0.085 0.091 0.090 0.105 0.121 0.124 0.058 0.088
0.097 0.074 0.066 0.080 0.065 0.078 0.091 0.100 0.107 0.110 0.123 0.045 0.086
0.107 0.070 0.067 0.078 0.110 0.110 0.138 0.151 0.150 0.108 0.126 0.139 0.113
0.042 0.051 0.032 0.049 0.027 0.056 0.037 0.038 0.047 0.035 0.067 0.027 0.042
0.043 0.051 0.031 0.049 0.027 0.055 0.037 0.038 0.047 0.035 0.067 0.026 0.042
0.040 0.066 0.034 0.056 0.051 0.065 0.066 0.062 0.070 0.042 0.083 0.083 0.060
0.028 0.048 0.032 0.048 0.041 0.065 0.050 0.057 0.073 0.068 0.066 0.096 0.056
0.029 0.054 0.030 0.049 0.032 0.059 0.039 0.037 0.046 0.032 0.067 0.025 0.042
0.049 0.057 0.029 0.046 0.029 0.054 0.042 0.040 0.048 0.041 0.072 0.033 0.045
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Table B5: Real-time hyperparameter estimates of model 4 in forecast scenario 3.

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Ag 0.0002 0.0002 0.0002 0.0001 0.0001 0.0002 0.0002 0.0002 0.0003 0.0003 0.0003 0.0005
éui 1.2646 1.3993 1.4644 1.4910 1.4967 1.3865 1.2426 1.2558 1.2419 1.2379 1.2159 1.2073
éu,S 1.9184 2.1501 1.6638 1.6446 1.5516 1.2046 1.1237 0.9525 0.9069 0.8985 0.9137 0.9676
éu,4 1.0381 1.0632 0.9874 0.9513 0.9646 0.9343 0.9055 0.8808 0.8841 0.8700 0.8951 0.9429
52 0.0170  0.0177 0.0192 0.0198 0.0196 0.0194 0.0196 0.0196 0.0198 0.0194 0.0196 0.0199
52, 0.0197 0.0204 0.0215 0.0223 0.0217 0.0214 0.0223 0.0220 0.0224 0.0219 0.0225 0.0226
52, 0.0165 0.0174 0.0205 0.0216 0.0211 0.0209 0.0205 0.0213 0.0216 0.0214 0.0219 0.0217
6%, 0.0197 0.0194 0.0216 0.0228 0.0225 0.0223 0.0219 0.0219 0.0218 0.0213 0.0217 0.0212

Peyy  0.9463  0.9468 0.9486 0.9484 0.9456 0.9437 0.9398 0.9391 0.9409 0.9373 0.9376 0.9347
Pes, 0.8674 0.8845 0.8925 0.9012 0.8848 0.8855 0.8809 0.8824 0.8798 0.8700 0.8678 0.8608
Peyy  0.9303  0.9292 0.9310 0.9320 0.9287 0.9196 0.9179 0.9121 0.9125 0.9063 0.9053 0.9027
Pes, 0.8232 0.8364 0.8492 0.8562 0.8404 0.8378 0.8395 0.8401 0.8424 0.8280 0.8258 0.8198
Pey, 0.8944  0.8907 0.8938 0.8943 0.8887 0.8771 0.8751 0.8691 0.8725 0.8624 0.8584 0.8507
Peys 0.9330 0.9420 0.9506 0.9497 0.9494 0.9546 0.9538 0.9510 0.9497 0.9506 0.9524 0.9494
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B.3 Figures
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B2: Innovations diagnostics of Model 6, obtained with Kalman smoother.
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Figure B3: State vector estimates in Model 1, obtained with Kalman smoother.
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Figure B4: State vector estimates in Model 2, obtained with Kalman smoother.
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Figure B5: State vector estimates in Model 3, obtained with Kalman smoother.
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Figure B6: State vector estimates in Model 5, obtained with Kalman smoother.
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Figure B7: State vector estimates in Model 6, obtained with Kalman smoother.
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Figure B8: 1- to 12-step ahead forecasts of the FINRF series of Model 1,in the different
forecasting scenarios over the forecasting years 2011-2022.

42



I |—— FINRF — — Forecast univariate

A5 [ Forecast in scenario 2 ««+++ Forecast in scenario 3

a0l [N L 1R A : ) Y AA
LI EavaR S\ A YN ) IE Y I e 5 WA
k t b A i\ X ] i g\8 ;
v L i { Y 3 \[

35-

g:: 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
<)
3 c
t |— FINRF — — Forecast univariate
45 | Forecast in scenario 4 «-+--= Forecast in scenario 5
I ‘ B :
: | LA
A‘ A A A o . . ‘ [ 7 AT
V¥ iR / s b 4 AR Y ~v
\ 1 ) N ! 1 \ \ \/
B 4 v ’ s \ v
4 \ !
3.5+

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
Time (month)

Figure B9: 1- to 12-step ahead forecasts of the FINRF series of Model 2,in the different
forecasting scenarios over the forecasting years 2011-2022.
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Figure B10: 1- to 12-step ahead forecasts of the FINRF series of Model 3,in the different
forecasting scenarios over the forecasting years 2011-2022.
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Figure B11: 1- to 12-step ahead forecasts of the FINRF series of Model 5,in the different
forecasting scenarios over the forecasting years 2011-2022.
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Figure B12: 1- to 12-step ahead forecasts of the FINRF series of Model 6,in the different
forecasting scenarios over the forecasting years 2011-2022.
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Figure B13: 1- to 12-step ahead forecast standard errors comparison from model 4 in the
different scenarios and of the different models in scenario 3 respectively.
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Figure B14: 1- to 12-step ahead forecasts of the FINRF series of the different models in
scenario 2, over the forecasting years 2011-2022.
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Figure B15: 1- to 12-step ahead forecasts of the FINRF series of the different models in
scenario 4, over the forecasting years 2011-2022.
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Figure B16: 1- to 12-step ahead forecasts of the FINRF series of the different models in
scenario 5, over the forecasting years 2011-2022.
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C Swupplementary material Section 4

C.1 State space form
The Labour Force model can be written in linear state space form from (A.1)-(A.2). The

measurement equation can be written as:

Yt 0 0 0 Et,y
Te1 | kt,l 0 0 €1
s | = To1o00)eL [ b 0 at| ] (C.1)
T3 0 0 kg3 €13

where the state vector « is specified as follows:

!/

o / / / Y o o /
Q= (/J’t vy v ut) ) Mt = (/j“t,y Kty Htzo :U’t,.rg) ’ vy = (Vt,y Viar Vi Vt,l’a‘) ’
/

/
’)’tZ(%,y Vi1 Vtae Vtas - Vt—2y V=221 Vi—2,22 ’thz,xg), UtZ(Ut,l Ug,2 Ut,3)7

which contains the trend, dummy seasonal and sampling error terms. As discussed the
idiosyncratic noise of the target and LFS auxiliary series are Gaussian i.i.d. sequences with
the following diagonal irregular covariance matrix:

agy 0O 0 0

0 o2 0 0
3. = 0 0 o2 0 (C.2)

0o 0 0 o2

The state vector’s dynamic transitioning can be described as follows:
T,u 08><12 0
012><8 T’y 20%3
Ay = ¢ 0 0 o + U e ~ N(O, 277), (C?))
03520 0 ¢ 0

00 ¢

where ¢ is the monthly autoregressive coefficient of the sampling error, retrieved from jvan den
Brakel and Michiels (2021) and treated as known. We opt for a local linear trend model
and a stochastic seasonal dummy model, again see Harvey (1989) and Durbin and Koopman
(2012)|, by specifying:

-1 -1 -1
11
T, = oL, Ty=|1 0 0|aL m=(& ¢ w Ous €),
01 0O 1 0
£t,y Ct,y wt,y 1
gt 1 gt xq Wt T ’
= ’ s = ’ s Wy = ’ s e = (& ,
Et §t,$2 Ct gt,xz ! wt,LI,‘Q K ez 2
gt,xg gt,xg wt,ng ’

The covariance matrix of the disturbance terms is a blockdiagonal matrix of:

277 = diag(Eg, Zg, Ew, 08><8; 26)7 (C4>
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where,

and it is expected that o2 = 1 due to the scaling of the sampling error.

C.2 Tables

Table C1: Parameter estimates with constant (left) and time-varying (right) variances for
trend disturbance terms.

Model 1 2 3 1 1 2 3 1
&2 0.1235  1.133e-08  0.0807  0.0914 0.0580  0.0026  0.0346  0.0346
o2, - - 0.0475  0.0464 - - 0.0308  0.0324
0,0, 0.3278  1926.0761  0.4350  0.4371 0.3830  3.6643  0.3410  0.2819
0,3 0.3776  1784.4226  0.4788  0.4673 0.4160  3.4528  0.4089  0.3625
0,4 0.4553  1675.4192  0.3776  0.4069 0.4684  3.3569  0.5497  0.5748
0,03 - - 0.7975  0.8017 - - 0.7533  0.7718
0,7 4 - - 0.0140  -0.0359 - - -0.2062  -0.1616
&2 0.0072 0.0340 0.0179  0.0176 0.0051  0.0296  0.0097  0.0100
o2, - - 0.0007  0.0007 - - 0.0009  0.0009
Oy, 1.1395 0.5876 0.6442  0.6461 1.1465  0.6122  0.7551  0.7431
0,3 1.1814 0.6770 0.7726  0.7715 1.1822  0.6772  0.8442  0.8273
Oy, 4 1.2859 0.7931 0.9999  0.9925 1.2823  0.7735  0.9944  0.9726
0,3 - - 0.9542  0.9548 - - 0.9741  0.9756
Oyya - - 1.0569 1.0719 - - 1.0901  1.1104
52, 0.0029 0 0.0039  0.0041 0.0043  0.0036  0.0053  0.0049
52, - 0 - 3.393e-11 - 3.920e-11 - 4.530e-12
52, - 0 - 0.0002 - 0.0008 - 0.0007
52, - 0 - 4.369¢-13 - 9.617¢-13 ; 7.222¢-12
0, 0.0086 - 0.0909 - -0.2181 - -0.1520 -
0.3 -0.4189 - -0.2201 - -0.6051 - -0.4324 -
00 0.0714 - 0.0483 - -0.0316 - -0.0606 -

57 1.1865 0.9902 0.4702  0.4652 1.1565 1.0536  0.5551  0.5659
&2, 2.933¢-18  0.0535  4.697e-08 1.015e-19  8.417e-13  0.0172  0.0022  0.0038
62 1.243¢-07  0.0049 0.0151  0.0155 6.369e-10 1.004e-13  0.0125  0.0117

Table C2: Time-varying Covid correction factors.

Component Factor Quarter

2019(2) 2019(3) 2019(4) 2020(1) 2020(2) 2020(3)
Level oz, 1 10 20 20 10 1
Slope aét 1 2 4 4 2 1
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Table C3: MSE Forecasting performance based on the 5-step ahead forecasts per forecasting
year and in total, with constant and time-varying* variances for trend disturbance terms.

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 (2019) 2020 (2020) 2021 (2021) Total (Total)
1 BSTSM 3.231 1.695 0.308 0.326 0.983 0.276 0.062 0.086 0.101 0.101 6.074 6.074 17.488 26.429 2.785 3.597

2 1 2.563 0.709 0.092 0.809 0.547 0.385 0.082 0.063 0.133 0.126 2.384 6.086 2.599 15.002 0.942 2.406
2 2.079 0.421 0.103 0.633 0.437 0.361 0.070 0.037 0.084 0.082 2.310 6.439 2.793 17.144 0.848 2.528
3 0.988 0.626 0.067 0.774 0.578 0.478 0.126 0.113 0.217 0.209 2.241 6.581 2.243 6.879 0.768 1.584
4 1.506 0.710 0.291 1.207 0.116 0.331 0.377 0.052 0.059 0.058 1.666 2.354 2.011 9.732 0.757 1.521
3 1 2.584 0.701 0.110 0.701 0.573 0.414 0.098 0.119 0.097 0.090 2.155 5.722 2946 15.716 0.954 2.439
2 2.291 0.392 0.103 0.535 0.456 0.391 0.090 0.086 0.060 0.058 2.126 5.969 3.022 17.922 0.868 2.572
3 0.992 1.471 0.202 1.214 0414 0.136 0.697 0.238 0.038 0.037 1.492 2356 2.237 2.851 0.830 0.964
4 1.654 1.452 0.361 1.363 0.103 0.086 0.537 0.150 0.040 0.039 1.479 2270 2300 10.415 0.866 1.675
4 1 2.456 0.554 0.016 0.396 0.462 0.437 0.129 0.189 0.177 0.154 2236 5.709 2.667 13.062 0.884 2.142
2 1.744 0.377 0.132 0.704 0.367 0.373 0.042 0.062 0.078 0.092 1.938 5.071 3.006 17.919 0.802 2.444
3 1.060 0.630 0.219 0.873 0.207 0.277 0.471 0.233 0.165 0.157 1.527 2.854 2.867 12.879 0.775 1.806
4 1.513 0.560 0.323 1.010 0.119 0.142 0.366 0.430 0.101 0.089 1.485 3.377 2953 14.023 0.818 1.995

Brackets refer to results including correction.

Table C4: MAE Forecasting performance based on the 5-step ahead forecasts per forecasting
year and in total, with constant and time-varying* variances for trend disturbance terms.

Scenario  Model 2011 2012 2013 2014 2015 2016 2017 2018 2019 (2019) 2020 (2020) 2021 (2021) Total (Total)

1 BSTSM 1.432 1.173 0462 0480 0.951 0.368 0.226 0.275 0.279 0.279 2.266 2.266 3.882 4.442 1.072 1.123
2 1 1.560 0.701 0.267 0.846 0.710 0.531 0.222 0.197 0.352 0.335 1.459 2202 1.268 3.725 0.738 1.027
2 1.335 0.568 0.311 0.737 0.646 0.517 0.206 0.147 0.284 0.280 1.416 2296 1.302 3.986 0.679 1.002
3 0.944 0.632 0.188 0.813 0.704 0.609 0.281 0.283 0.441 0.425 1.420 2.257 1.185 1.884 0.682 0.820
4 1.187 0.732 0.422 0.953 0.303 0.524 0.536 0.197 0.229 0.221 1.159 1.370 1.284 2.847 0.684 0.845
3 1 1.557 0.701 0.284 0.795 0.731 0.575 0.259 0.291 0.307 0.290 1.401 2145 1.339 3.801 0.749 1.039
2 1.365 0.569 0.300 0.687 0.663 0.558 0.259 0.239 0.241 0.236 1.375 2224 1349 4.052 0.692 1.014
3 0.772 0.996 0.407 1.065 0.473 0.324 0.754 0.431 0.181 0.170 1.154 1.397 1.333 1.387 0.717 0.743
4 1.199 1.182 0.596 1.027 0.287 0.281 0.652 0.371 0.184 0.174 1.114 1336 1.377 2932 0.752 0.913
4 1 1.528 0.565 0.110 0.523 0.645 0.517 0.340 0.398 0.380 0.358 1.326 2.149 1.336 3.591 0.697 0.975
2 1.201 0.567 0.338 0.813 0.595 0.515 0.184 0.211 0.274 0.291 1.296 1954 1.309 4.082 0.664 0.977
3 0.968 0.708 0.305 0.861 0.378 0.389 0.646 0.426 0.401 0.390 1.158 1.480 1.293 3.417 0.685 0.906

'y

1.167 0.685 0.402 0.926 0.314 0.301 0.512 0.655 0.304 0.287 1.139 1.619 1.335 3.559 0.704 0.948

“Brackets refer to results including correction.
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Figure C1: Innovations diagnostics of Model 1, obtained with Kalman smoother.
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Figure C2: Innovations diagnostics of Model 1 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.
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Figure C3: Innovations diagnostics of Model 2, obtained with Kalman smoother.
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Figure C4: Innovations diagnostics of Model 2 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.
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Figure C5: Innovations diagnostics of Model 4, obtained with Kalman smoother.
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Figure C6: Innovations diagnostics of Model 4 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.
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Figure C7: State vector estimates in Model 1, obtained with Kalman smoother.
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Figure C8: State vector estimates in Model 1 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.
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Figure C9: State vector estimates in Model 2, obtained with Kalman smoother.
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Figure C10: State vector estimates in Model 2 including time-varying variances for the trend
disturbance terms at the start of the Covid outbreak.
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Figure C11: State vector estimates in Model 4, obtained with Kalman smoother.
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Figure C12: State vector estimates in Model 4 including time-varying variances for the trend

disturbance terms at the start of the Covid outbreak.
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Figure C13: 5-step ahead forecasts of the register LPF rate series of Model 1, in the different
forecast scenarios, constant (top) and time-varying (bottom) variances for trend disturbance terms.
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Figure C14: 5-step ahead forecasts of the register LPF rate series of Model 2, in the different
forecast scenarios, constant (top) and time-varying (bottom) variances for trend disturbance terms.
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Figure C15: 5-step ahead forecasts of the register LPF rate series of Model 4, in the different
forecast scenarios, constant (top) and time-varying (bottom) variances for trend disturbance terms.
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Figure C16: Forecast standard errors comparison from model 3 in the different scenarios and of
the different models in scenario 3, with constant (left) and time-varying (right) variances for trend

disturbance terms.
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Figure C17: 5-step ahead forecasts of the register LPF rate series of the different models, in
forecasting scenario 2, constant (top) and time-varying (bottom) variances for trend disturbances.
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Figure C18: 5-step ahead forecasts of the register LPF rate series of the different models, in
forecasting scenario 4, constant (top) and time-varying (bottom) variances for trend disturbances.
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