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Abstract

We propose a simple method for eliciting individual time preferences
without estimating utility functions even in settings where background
consumption changes over time. It relies on lottery tickets with high
rewards. In a standard intertemporal choice model high rewards de-
couple lottery choices from variation in background consumption. We
validate our elicitation method experimentally on two student samples:
one asked in December when their current budget is reduced by ex-
traordinary expenditures for Christmas gifts; the other asked in Febru-
ary when no such extra constraints exist. We illustrate an application
of our method with unemployed job seekers which naturally have in-
come/consumption variation.
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1 Introduction

Imagine a researcher who is interested in the link between discounting and job
search (as emphasized, e.g., in DellaVigna and Paserman (2005), DellaVigna
et al. (2017)). Imagine she wants to investigate this by eliciting the short-run
and long-run discount factor of individual job seekers, and then correlate these
with their job search effort and success. To do this, she has to overcome the
following hurdle: experimental elicitation methods based on monetary rewards
evaluate the marginal utility of money at different points in time, which is
affected both by their discount factor but also by their expectations of how
much money they will have available for consumption in different periods.
Concretely, unemployed individuals tend to have limited income currently but
more income once they find a job, and there is evidence that their consumption
varies substantially with income, particularly for job seekers with low levels of
education and low levels of assets (Dynarski and Gruber (1997), Ganong and
Noel (2019)).

In such a setting, a job seeker who expects to find a job quickly without
much effort would prefer money today because she has less need in the future,
while an otherwise identical job seeker who expects that she has to search hard
and long to find a job is more willing to take money in the future as she also
expects to be poor then.! Without adjusting for the changing income stream,
the former would appear more impatient than the latter. And it would look
as if the more impatient person finds a job quicker with less effort, while in
fact both have the same impatience but different (possibly true) expectations
about job finding. Job search seems a particularly stark setting where income
and consequently consumption change rapidly over time, but other settings
where individuals face uninsured risk because of income or expenditure shocks
(such as medical or other extraordinary expenditures) raise similar concerns.

This issue has received little attention so far.?2 The current elicitation

'The important point about this thought experiment is that both individuals have the
same true discount factor and the same utility function. The former may well have higher
unobserved skills that are more desirable in the labor market and rationalizes her expecta-
tions relative to the second individual.

2A recent exception is Dean and Sautmann (2020) who point out that the measures of



methods such as multiple price lists (Coller and Williams (1999), Harrison
et al. (2002)), convex budget sets (Andreoni and Sprenger (2012)), risk and
time preference integration (Andersen et al. (2008)), or the "direct" methods
that aim to estimate time preferences without utility estimation (Laury et al.
(2012); Attema et al. (2016)) cannot account for changes in background con-
sumption, or would require eliciting precisely how income and expenditures will
change over the time. Even those methods where utility terms cancel and time
preferences are directly recovered require a constant background consumption,
otherwise the cancellation argument does not apply.

The researcher has several options to deal with this. She could elicit ex-
pectations about future income and consumption, and structurally back out a
discount factor. The drawback of this approach is that she would have to elicit
a large object: the probability of finding a job at various time horizons, the
expected distribution of starting wages, and possibly wage progression and job
loss probabilities.> While constant average income and associated background
consumption have been important controls in influential studies (e.g., Ander-
sen et al. (2008), Andreoni and Sprenger (2012)), the difficulty of eliciting a
complex set of expectations might be the reason why this approach has not
been extended to time-varying background consumption. Alternatively, the
researcher could draw on elicitation methods that rely on real-effort, i.e., that
are not in the monetary domain (e.g., Augenblick et al. (2015)). In the case
of job search unfortunately also the endowment of free time and arguably of
free mental resources changes with employment status. A person who expects
to find a job quickly might prefer to do a real effort task now while she still
has free time, while a person who expects to be unemployed for longer might
prefer to wait, even if their true discount factors are identical.

In this paper, we extend the idea of direct methods that aim to elicit time
preferences without estimating utility functions to settings where income and

associated background consumption change over time. We suggest a simple

time preferences cannot be interpreted as such in the presence of income shocks but can be
used to inform about credit constraints individuals face.
3Job loss probabilities are not irrelevant, as many jobs last only for very short spells.



monetary elicitation method based on high stakes lottery tickets. It is based
on a straightforward intuition: if one asks individuals whether they prefer to
be "rich" early but at lower probability or later but with higher probabil-
ity, the exact nature of their current income/consumption stream should not
matter as long as being "rich" is sufficiently far removed from their usual in-
come/consumption. We first show that this logic indeed holds theoretically in
the simplest model. We then extend the logic along two dimensions: proba-
bility weighting and savings.

To explore this idea, we rely on an elicitation method as in the standard
multiple price list approach, only that individuals do not decide about money
but about the number of high stakes lottery tickets. Each represents the
probability of winning a large prize. Given a probability of winning early,
for each individual we can elicit a probability of winning late that makes
the person indifferent. In our baseline model the ratio of the early and the
equivalent late winning probability approximates the true discount factor, both
in the short and in the long run, as long as the reward conditional on winning
is large. In the extensions it it is not always the level of the discount factor
that is uncovered, but sometimes only the ranking of individuals: whether
one individual is more patient over a particular horizon than another. This
ranking is relevant if the goal is to correlate patience in the short or long run
with other outcomes, such as job search effort. The fundamental insight is
that in all our theoretical specifications, measurement is not influenced by the
level or the changes in other income and consumption.

This constitutes the main innovation: the identification of the level /rank of
patience across individuals that have varying and heterogeneous background
consumption. Our method is closest to Laury et al. (2012) except that they
consider moderate rewards conditional on winning, while we consider very
large rewards. As we will show, the size of the rewards is crucial to be able to
back out the discount factors when background consumption varies over time,
as it allows us to cancel utility terms in the limit. In their work, they assume
background consumption does not change over time.

Our baseline model follows much of the literature in assuming that in-



dividuals consume any income they receive immediately. This assumption
has raised two concerns in other work - one concerning savings after getting
an experimental payment and one concerning savings before participants get
experimental payments. After a payment, participants might spread it over
multiple periods (see, e.g., Andersen et al. (2008) where individuals are allowed
equal spreading over a fixed number of periods). We investigate theoretically
how our method performs when individuals spread their experimental win
over time through savings. For infinitely-lived hyperbolic discounters our sim-
ple measure still correctly identifies their long-run discount factor, without the
need to estimate a structural model. With some qualifications our measure
also ranks individuals correctly according to their short-run discount factor,
though it overstates its magnitude.

The second criticism concerns heterogeneity in savings rates prior to an ex-
perimental payment: if intertemporal smoothing is possible, individuals should
choose the option with the highest net present value discounted at their inter-
est rate, and then use borrowing/saving to distribute it optimally over time.
So their choices reflect their return on savings rather than their intrinsic dis-
count factor (see, e.g., Cohen et al. (2020), Dean and Sautmann (2020)). We
conclude the theory section by noting that this is not the case in our setting, at
least for naive hyperbolic discounters who can save/borrow but lack complex
financial instruments to insure against our lottery itself. At time zero they
can only smooth the (small) expected win of the lottery as they are not yet
told about success or failure. This ensures that our method still uncovers their
true long-run discount factor. As long as saving opportunities after the lottery
win are identical for example due to the ability to hire financial advisors, it
also ranks otherwise similar individuals correctly according to their short-run
discount factor even if their normal saving rates differ.

While real effort elicitation methods offer an existing avenue to avoid the
problem of savings, they remain prone to changes in time endowment (akin to
changes in background consumption) as discussed above, and we did not see a
similar way to deal with this through large rewards akin to our implementation

in the monetary domain.



The fact that we exploit limit arguments involving large rewards at low
probabilities begs the question whether our method still picks up the discount
factors that we associate with usual rewards. We can explore this in settings
where background consumption does not vary, where we can compare our
measure with conventional elicitation methods. Ideally, we expect our measure
to capture similar variation when background consumption is stable over time;
and to differ in setting where it varies.

We therefore validate our method experimentally on two (student) samples
recruited from the same underlying pool but asked to make choices at different
times: one group is asked in December at a time when their current budget
is reduced by extraordinary expenditures for Christmas and Saint Nicholas
gifts while their budget in the near future is lifted by receipt of gifts. The
other one is asked in February where we have no reason to expect difference in
budget between current and future periods. Students only participated either
in December or February. They are subjected to a standard time preference
elicitation method via convex budget sets (Andreoni and Sprenger (2012)), as
well as to our method.

Our main hypothesis is as follows: For the February group without the
"Christmas shock", we expect both measures to behave similarly: both should
correlate significantly in a regression, in theory with a coefficient of 1. In the
December session - where shocks are expected in the near future - the correla-
tion should be weaker as one measure was designed to be robust against such
shocks while the other was not. We find clear confirmation of this hypothesis:
regressing our measure on the measure according to the convex budget set
method yields a highly significant positive coefficient in the February sample.
The coefficient is no longer significant in the December sample. Still, con-
ditional on self-reported absence of forthcoming shock, the long-run discount
factors of both measures correlate significantly, with a coefficient that is close
to one. Levels of discount factors between methods are not identical, but they
pick up the same relevant variation in "normal" times but not under shocks.

Finally, we illustrate how our method can be deployed in the context of

our leading example: job search. Since unemployed individuals naturally ex-



perience varying income streams associated with re-employment, we initially
developed our method as a quick way to elicit discount factors despite this
obstacle during a field experiment with 300 unemployed job seekers (see Belot
et al. (2019b) for experimental details).? We find a bi-modal distribution of
long-run discount factors. Most unemployed are not present-biased, and only
20% can be characterized as such. Those with less present-bias receive more
job interviews, have positive (but insignificant) increases in job search effort,
with no impact on reservation wages, controlling for standard observables. A
higher long run discount factor is associated with less job interviews, less job
search, and no impact on reservation wages. The first is broadly consistent
with predictions of DellaVigna and Paserman (2005), while the second suggests
that additional forces are at play and we briefly discuss potential candidates.

We are not aware of previous studies that elicit direct measures of time
preferences from the unemployed and relate them to job search, maybe because
of the issues that our method is intended to resolve. Hall and Mueller (2018)
included a simple choice between $40 reward to fill their survey early or $20
to fill their survey later, and find no difference in reservation wages between
those who chose early vs those who choose late. Meyer (2018) applied the
method of convex budget sets of Andreoni and Sprenger (2012) to study job
search of employed individuals in a developing country and reports lower job
search and job finding for those with higher measures of present bias.

The rest of the paper is structured as follows. Section 2 presents the
theory in the simplest model by building on classical methods and expanding
to ours, and Section 3 explores robustness to probability-weighting and savings.
Section 4 presents the validation with student samples, and Section 5 presents
our discount factor measures and correlations with job search activities in a

sample of job seekers. Section 6 concludes.

4This is the first time we report on this part of the experiment. It preceded the full
development of all parts of the theory presented here, and the validation exercise.



2 Time preference measurement: A Simple Model

Consider an individual ¢ who cannot save or borrow, and faces exogenous
and potentially stochastic income stream y;; in periods t = 0,1, ..., T, where
T could be infinite. Assume possible income realizations are in a bounded
subset [y,y] of the positive reals. In period ¢ the individual obtains con-
sumption utility w;(c;;) from consuming ¢;; = y;+ + i+, where r;; denote any
additional rewards that arise as part of the experimental setup and u;(-) is a
twice-differentiable, strictly increasing, strictly concave Bernoulli utility func-
tion on the domain of the non-negative reals. Similar to many other papers,
this simple setting assumes that individuals are "hand-to-mouth", i.e., they
consume what they earn. Therefore, the term y;; is also often called "back-
ground consumption". We assume that the utility function is unbounded and
has vanishing first derivatives (i.e., lim, o, u;(¢) = oo and lim,_,, u}(c) = 0).

The individual maximizes the expected discounted sum of the consumption
utilities, where 7; - +(t9) denotes the discount factor for an individual at time ¢,
who chooses between an earlier period 7 > ty and a later period ¢ > 7. Unless
otherwise noted we normalize t{; = 0 and omit it from the notation. This
particularly simple setup is similar to those used to inform other methods of
discount factor elicitation and serves as illustration. We later allow for richer
environments in the robustness section.

The discount factor v; -+ is the object we want to elicit. Following the liter-
ature, we assume multiplicative separability: ;. = HZ:T Viss+1- Particularly
well-known cases are those of exponential discounting, where 7, s ;11 = 9; for
some per-period discount factor é;, or hyperbolic discounting that has an iden-
tical structure as exponential discounting for future choices (s > 0) but uses
Vio1 = Bid; with 8; < 1 when the early outcome involves immediate gratifica-
tion (s = 0).

Standard Approach: an illustration using Multiple Prize Lists. To inves-
tigate the discount factor -, ,,, assume that the individual is offered a choice
between 7, units of additional money (and consumption) in an earlier period

T or r; units of additional money at the later time ¢. Multiple prize lists (e.g.,



Coller and Williams (1999) and Harrison et al. (2002)) present the individuals
with varying amounts of - say - the late reward, where only one of the choices
is eventually selected for payout. Evoking expected utility theory, the point
77, below which the individual prefers early rewards and above which the in-
dividuals prefers late rewards marks the point of indifference. Since no other

periods are affected, indifference arises when

Eui(Yir +17) + Yiri Bui(ye) = Eui(Yir) + Yira Bus(Yie +174), (1)

where E represents her income expectations, which can depend on individual
i and period t without making this explicit. The left hand side of (1) is the
expected utility of consuming the income and reward early plus the discounted
future consumption of income. At the point of indifference it should coincide
with the right hand side where a larger reward is paid out after discounting.

This can be rearranged to yield

- Bui(yir +7-) — Buil(yir) e Bui(yir)
bt Bui(yis +17,) — Bui(yie) iy Bui(yie)’

(2)

where the approximation is valid for small rewards when a Taylor approxima-
tion u;(y + 1) ~ u;(y) + u;(y)r can be applied. It led to the use of /77, as a
measure of time preference, which is valid either if utility is essentially linear
or if expectations over consumption streams are roughly constant over time.
Influential work has pointed out that an approximation as in the second part
of (2) might not be valid and there are ways of adjusting for this (Anderson et
al (2006), Andreoni and Sprenger (2012)). The main point here is that even
if it were valid, there are concerns about discount factor measurement when

incomes vary substantially over periods.

The problem in our setting: If utility is strictly increasing and strictly
convex, it is easy to highlight the bias alluded to in the introduction: con-
sider two individuals with identical discount factors and preferences. Both
obtain the same unemployment benefits b in the early period. But assume

that person A has higher expectations about finding a job in the later period



than person B and therefore her income expectations are higher in the sense
of first order stochastic dominance. Because the utility function is concave,
Eui(y;r)/Eu(y;+) is lower for person A than for person B, but then by (2)
the measured ratio r./r}; is higher for person A. As simple numerical exam-
ple, consider an identical square root utility function, identical discount factor
Yire = 1/2, and ya1 = yp1 =0 =1, ya2 =4, yp2 = b =1, = 3 and no
uncertainty. Person A believes she will find a high-paying job for sure, while
person B believes she will remain unemployed for sure. Using the equality in
(2) then reveals that 77, = 12 while 1, = 8.5 Here person A looks more
impatient in the sense of requiring a higher reward to wait to the future, and
she is also the person who finds a job more quickly.® But this does not indi-
cate that more impatient people find jobs more quickly. In fact, she is equally
impatient, and the mere fact that she knows that she will have a job makes
her less interested in money in the future. The same concern that we outlined
here with money applies with real effort if individuals without a job have a
lower marginal utility of time than those who have a job. Online Appendix A.1
illustrates this. A similar problem occurs in the direct method (Attema et al.
(2016)) that is designed to identify the discount factor without the need to
identify the underlying utility functions if income/background-consumption
is steady, but is affected by changes in the marginal utility of money when

income/background-consumption can change (see Online Appendix A.2).

Alternative: Multiple lottery lists (MLL). We aim for an elicitation method
that does not vary with the expected income stream of the individual and
her associated background consumption. Consider the following alternative

elicitation method where the individual returns are probabilistic, i.e., where

"We obtain 7% , = 12 while 7} , = 8 by solving the explicit version of (2):

r ui(b+ 7)) —uy(b) _ Va4 —+/1
g — Yimt Bui(yie +7iy) — Bwiyie)  Yie T i — N

6The Multiple Price List method would provide an estimate for the discount factor of
individual B of 3/8 (fairly close to the true value 1/2), while as a result of fluctuating income
the estimate for individual A would be 1/4.



they receive a large amount R of additional income with some small probably,
akin to a lottery win. They can choose to get some lottery tickets in the
early period, or a larger number of lottery tickets in the later period. In
the implementation we choose lottery tickets that can be "scratched" off and
immediately redeemed. The idea is here is that conditional on winning the
return is so large that the exact levels of other income do not matter any
longer.

Formally, the individual can have this additional income with probability
€, in the earlier period 7 and with probability ¢; in the later period ¢. Fixing
the early probability €., we vary the later winning probability akin to the ap-
proach under multiple price lists. The point where the individual switches from
preferring to win early to preferring to win late marks the winning probability

ef, of indifference where

(1 —er)Eui(yir) + - Bu(yir + R)) + Vi Eu(yiy)
= Eu(yir) +Yirel(1 - 5:,t)Eu(yz‘,t) + 5;15Eu(yi,t + R)],

where, for simplicity, we denote by E the expectations with respect to normal
income and explicitly account for the uncertainty about the lottery win R.

Rearranging leads to

Er Eu(yiﬂ' + R) — Eu(yz,’r)

er Bulyiz + R) — Eu(yiy)
er/€5 for large R or Eu(y;+) = Eu(y;r). (3)
——r

Vi,T,t

Q

probability ratio

The approximation is obvious when income expectations are similar across pe-
riods. More importantly, when the reward R conditional on winning becomes
sufficiently large, similar income expectations are not longer necessary, which
is the entire point of this exposition. This is obvious as the second ratio on
the right hand side of converges to (u(R) — Eu(yi,))/(uw(R) — Eu(y:+)) be-
cause of vanishing marginal utilities, and this is bounded between (u(R) —
u(y))/(u(R) —u(y)) and (u(R) —u(y))/(u(R) —u(y)), both of which converge

10



to 1.

Therefore the probability ratio identifies the discount factor for large R (as
in the case of actual lottery tickets), and the reliance on the conditions of
the regular income process disappears when the utility function is unbounded,
allowing a measurement of the discount factor through the adjustment in prob-
abilities. Note that this persists even if we keep the expected value of the early
lottery fixed, i.e., e,R = K for some constant K. In that interpretation the
probability ratio varies as we increase R, and e, /¢;, captures the limit as the

return goes to infinity. To summarize

Proposition 1 For hand-to-mouth individuals, the discount factor between
period T and t can be approrimated by the probability ratio of the early winning
probability over the switching point of the late winning probability when the

reward becomes sufficiently large, independent of beliefs about other income.

3 Extensions

Our simple analysis relies on linearity in probabilities, and one might wonder
how it would change if individuals weighted probabilities non-linearly in their
utility. The simple analysis also assumed that an individual who wins the
lottery early cannot save any of its proceeds to later periods, which seems
restrictive after large lottery wins. Finally, one might ask how the model
could be extended to encompass job search and job search effort, or more

general savings choices. These are discussed in turn.

3.1 Non-expected utility

Our analysis relies on expected utility theory. A particular popular alternative
relies on probability weighting: the individual does not consider probabilities
p directly, but through a strictly increasing weighting function w(p) with do-

main [0, 1] (see, e.g., the overview in Starmer (2000)). To illustrate its effect,

11



consider preferences according to rank-dependent expected utility (see, e.g.,
Quiggin (1982), Machina (1994), or cumulative prospect theory going back to
Tversky and Kahneman (1992)). With only two outcomes, the probability of
the more attractive one gets evaluated by w(p), while the less attractive one
get evaluated by one minus this, so that the sum still equals unity.

The key concept to adjust the previous discount factor formula depends on
the elasticity of the weighting function. Let ¢ denote this elasticity evaluated
at p = 0. Consider ¢ € (0,00), as is the case of the parametric forms used in
Tversky and Kahneman (1992), Masatlioglu and Raymond (2016), and others.
Focus again on the case of a fixed expected return from the lottery in the early
period (i.e., £, R is fixed) and let R become large. In Online Appendix A.3 we

show that we now obtain instead of (3) the adjusted formula

G (4)

it w(@it) Eit

where the first approximation holds for R large and the second for e,/¢j,
close to unity. Therefore, the discount factor is given approximately by an
affine transformation of the probability ratio. While the probability ratio
now does not directly uncover the discount factor, clearly individuals with
higher revealed probability ratio have a higher discount factor. Therefore, the
probability ratio ranks individuals in the same way as their discount factor.
Note that this discussion relied on all individuals sharing the same proba-
bility weighting function. That is, the probability weighting function was not
indexed by identifier i. Interestingly, in the parametric versions of Tversky and
Kahneman (1992) and Masatlioglu and Raymond (2016), even if individuals
are heterogeneous with respect to the parameters of their weighting function,
the elasticity at p = 0 is identical across them. So in these cases heterogeneity
of the probability weighting function does not lead to heterogeneity in ¢, and
therefore allows consistent ranking of individual discount factors by the prob-
ability ratio. In Masatlioglu and Raymond (2016) it even holds that ¢ = 1, in
which case the original formula v; ,; ~ €, /;, applies even in the presence of

probability weighting with heterogeneous weighting parameters.

12



Prospect theory often encompasses not only probability weighting but also
theories of reference dependence. Since conditional on winning the lottery we
are in the gain domain, it can easily be shown that such reference dependence

does not further affect our results.

3.2 Savings after lottery win

Our baseline model that equates the discount factor with the probability ratio
in (3) relies on hand-to-mouth consumers. While this might be a palatable
assumption for regular incomes, it might be especially contentious in cases of
large lottery wins. Consider therefore the same setting as before but abstract
from uncertainty (though income differences by period and person remain)
to create an environment where the savings game among sophisticates is well
understood. Now add the simplest of saving choices where individuals can save
at interest rate ¢ after a lottery win as long as their net worth remains positive,
i.e., wealth and net present value of future earnings remains above zero. That
means that winning early allows them to benefit from this for several periods.

For this extension, we focus only on exponential discounters (v;,; = d; ")
or hyperbolic discounters (identical, except that v;0, = (;0"), and assume
v < ¢; which is sufficient to ensure finiteness of their value functions. We fo-
cus on a population with homogeneous sophistication. Either all individuals
are naive and expect their future selves to be exponential discounters, so they
expect their current optimal consumption plan to be implemented by future
selves. Or all individuals are sophisticates and anticipate that future selves are
also hyperbolic discounters, and they play a game with their future selves. In
the latter case we restrict attention to Bernoulli utility with constant relative
risk aversion above unity, for which this savings game is well understood (Laib-
son (1996)). The equilibrium for finitely-lived individuals is unique, and we
focus on the limit of these when we study infinitely lived individuals. Online
Appendix A.4 clarifies the setup further and discusses this point.

For the analysis, denote by V;, the continuation value of person ¢ from

period 7 onward when she does not win the lottery and consumes ¢;; = v, .

13



Denote by U; (R + NPV, ) the continuation utility of person ¢ who wins the
lottery in period t, has available a net present value of current and future
income of NPV, ; in addition to the lottery win R, and can save. Note that
this net present value lies in bounded set [y, 7/¢]. The utility of individual ¢ at
time zero who has the chance of receiving lottery win R with probability €, in

period 7 is given by
(]- - 57’)‘/;,0 + 57(%,0 + ’Yi,O,T(Uiﬂ'(R + NP‘/Z,T) - V;,T»-

The first summand captures the utility when she does not win. The second
captures the utility when she does win: She eats her income during the first
7 — 1 periods yielding uility Vo — vio-Vir, i.e., the lifetime utility minus the
continuation utility after the lottery win. After the lottery win she instead
obtains continuation utility U; ,(R+ NPV, ), again discounted to the present.

The individual compares this expression with the analogous expression
where the lottery happens at time ¢ with probability ;. The point of indiffer-
ence is given at a late winning probability &7, where both terms are equalized,

which after rearrangement yields question:”

Yirt =

Q

for R large. (5)

Q

The approximation involves two arguments. First, note that for large rewards
the terms V; » and V;; drop out: They are both bounded because the income

process is bounded and returns are discounted more than the interest rate;

"The indifference condition is

(1 - ET)‘/;,O + 57‘(‘/;‘,0 + 'Yi,O,T(Ui,T(R + NPV;,T) - ‘/i,‘r)
= (1- 5;,5)‘/1‘,0 + E;t(Vi,O + 7,0t (Uit (R+ NPV y) — Viy)

which reduces to the one in the text given that v; -+ = vi.0,¢/7i,0,7-

14



while U;; and U;; go to infinity as R goes to infinity. That continuation
utilities after the lottery win do go to infinity follows trivially from the fact
that at the time of the lottery win the individual could choose to consume
all the proceeds and obtain a utility that approaches infinity, and any savings
decision has to yield weakly higher utility. Second, note that the terms NPV, ;
and N PV, drop out. This follows from the fact that they are bounded and the
marginal utility «/(c) of consumption tends to zero at very large consumption
levels, and so when R is large additional units have small impacts. This is
trivial in all finite horizon problems where consumption in all periods tends
to infinity as the lottery reward rises, and marginal utilities converge to zero.®
It is also well-known for standard cake-eating problems with infinitely-lived
exponential discounters’, which carry over to naive hyperbolics who expect
to be exponential after the initial period. For infinitely-lived sophisticated
hyperbolics with isoelastic utility and linear equilibrium savings rate (Laibson
(1996), equation 29) provides an explicit expression for U;(R), and it is easy
to verify that U/(R) goes to zero as lottery rewards approach infinity.

The important take-away is that the exact nature of future income se-
quences does not affect the measurement. The following proposition explores

the consequences of this insight for infinitely-lived consumers:

Proposition 2 In the setting with infinitely-lived individuals who can save af-
ter a lottery win, their discount factor continues to be related to the probability

ratio via
€
Yirt & 5;— (6)

2t

as in (3) for sufficiently large lottery rewards if (i) the individual is an ex-

8While this might be less obvious in the game between selves of a sophisticated hyperbolic
consumer, Laibson (1996) shows that they consume a constant fraction of wealth in each
period, and it is easy to see that the marginal utility of that strategy goes to zero for
additional income.

9For exponential discounters, standard arguments establish that initial period’s consump-
tion ¢ in the savings problem is related to next period’s wealth R, and consumption c
via u/(¢) = §;U}(R4). Since initial consumption ¢ goes to infinity as initial resources R go
to infinity, marginal utility of wealth has to go to zero. Since the same holds for naive
hyperbolics from the second period onward, a similar logic applies to them.
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ponential discounter, (ii) the individual is a sophisticated or naive hyperbolic
discounter and T > 0.

In the case of hyperbolic discounters and immediate rewards (1 = 0) the
probability ratio understates the actual short-run discount factor, but if indi-
viduals only differ in discount factors 7,04 the probability ratio ranks them
correctly: for any two such individuals i and j it holds that vio+ > vj0,. if and
only if e;/e}, > e-/e}

Proof. See Online Appendiz A.5. =

In essence, with an infinite horizon condition (5) converts to (6) because
the period in which the lottery win is received does not affect the continuation
utility. That means that the probability ratio exactly identifies the long-run
discount factor independently of whether or not individuals have options to
save, how present-biased they are, or what their future earnings expectations
are. For hyperbolics this does not hold in the first period where the future is
more heavily discounted leading to a ratio U;,(R)/U; .(R) > 1. Still, this effect
does not overturn the direct effect of higher impatience, all else equal, and the
probability ratio rises in ;. So we can rank individuals correctly according to
their present-bias. This ranking compares individuals with identical long-run
discount factor d;, but by (6) this discount factor can be elicited correctly and
one can control for it. Therefore, even in the short-run the probability ratio

serves as a sensible device to rank individuals.

3.3 General savings opportunities do not influence dis-

count factor measurement

It has been argued that standard discount factor elicitation experiments do
not just measure time preferences, but rather capture the degree of credit
constraints - see for example the review in Cohen et al. (2020). The reason
is simple: Those who can freely borrow and save at some interest rate should
accept choices with higher net present value evaluated at their interest rate,

and then use savings and borrowing to transfer that net present value across
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time in the desired way. Choices then reflect their interest rate, and not their
time preferences. We will see that this is not the case in our elicitation method.

Consider a similar setting as in the previous subsection, but allow individ-
uals to save both before and after the lottery win: focus on naive hyperbolic
discounters who can save/borrow at a person-specific interest rate ¢; in normal
times, and they can do so at rate (I in any period after winning our lottery.
We distinguish the time after winning since individuals might hire financial
advisors after winning a high-stakes lottery. Assume interest rates are be-
low indivdiuals’ discount rate to avoid discussions of unbounded solutions for
infinitely-lived consumers. Standard transversality conditions apply.

Note that these individuals can borrow and save, but lack sophisticated
insurance instruments and can only use savings to adjust the expected return.
Fix R at a very high level so that the results in the previous section provide a
reasonable approximation, but then reduce the winning probability e, towards
zero so the expected return stays low. This seems a reasonable approach given
that the lotteries we propose have a market value of only a few Euro. In this
case our method recovers the true discount factor and not the interest rate.

In analogue to Proposition 2 we obtain:

Proposition 3 Consider infinitely-lived naive hyperbolic discounters who can
save at person-specific interest rate TL in any period after winning our lottery
and at rate T; otherwise. Fizx two indiwviduals. For R sufficiently large, and then
€, sufficiently small, the results from Proposition 2 continue to apply: the prob-
ability ratio approzimates the true discount factor for each of the individuals
when the time of the early lottery is in the future (1 > 0); and when the early
lottery is in the present the probability ratio ranks the individuals correctly ac-
cording to their short-run discount factor if the individuals are identical except

for present-bias and person-specific interest rate ;.

Proof. See Online Appendix A.6. =

The key insight here is the standard logic from existing envelop theorems:

consider the consumption sequence Cj 1, C; 2, Cjs ... of individual ¢ in the ab-
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sence of our elicitation method. Now introduce our elicitation method using a
fixed very high reward R so that the approximation in our method is approx-
imately valid, but a low winning probability so that the expected returns are
minor. The choices for naive hyperbolic individuals or exponential discoun-
ters are characterized by a standard inter-temporal optimization problem, and
we can rely on the envelop theorem to see that changes in their regular con-
sumption (in absence of a lottery win) are of second-order impact. When
these individuals evaluate which lottery to choose, their utility will essentially
be determined by the timing and probability of winning, but not by minor
adjustments in their normal consumption. We can therefore treat these indi-
viduals as if their background consumption Cj 1, C; 2, Css,... is fixed.

Nothing in the argument up to this point is specific to our elicitation
method. It applies equally to standard elicitation methods. Yet, those usually
assume that the sequence of background consumption is constant, whereas
individuals that can save and borrow would not choose such a constant con-
sumption sequence except in the very special case where the time discount rate
equals the interest rate. The strength of our method is that it is designed to
uncover the discount factor independently of the exact sequence of background
consumption C; 1, C; 9, Cs ..., and this is what allows us to apply it as outlined
in the previous subsection.

While we consider here only individuals who can borrow and save, it is
possible to include individuals who have more severe borrowing constraints.
For example, consider individuals who cannot save at all except after a lottery
win. Their probability ratio still uncovers their discount factor between future
periods and ranks them correctly even against the savers in terms of short-run
discount factor, as the exact nature of consumption during normal times does
not matter as shown in the previous section. Our proof does not, however,
cover sophisticated individuals who can borrow and save even in the absence
of the lottery win. For them the envelop theorem does not apply, as their
future consumption is determined by a game against future selves rather than
a classical optimization problem. Whether a different proof technique can

establish a similar result for such individuals is beyond the scope of this paper.
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3.4 A general model with job search and savings.

Finally, our analysis can be embedded into a richer overall model. In the Addi-
tional Material we outline how job search effort, savings decisions throughout
the life, and job acceptance rates can be embedded into this setting in an
abstract way. This a demonstration of how such a setting can capture for
example the job search model by DellaVigna and Paserman (2005). Simi-
lar to the previous argument, at least for exponential discounters and naive

hyperbolics the envelop theorem allows us to arrive at (5).

4 Validation Experiment

4.1 Basic setup

We validate our method experimentally on two student samples of around 100
students each. The experiment was conducted on-line and was pre-registered
on the AEA RCT Registry (Belot et al. (2019a)). The subject pool consists of
first and second year students at the School of Business and Economics of the
VU University Amsterdam. Participants were recruited through the 'Research
Participation System’ and participated through a Qualtrics survey.

In order to contrast a "stable" situation where no shocks are expected to a
situation where changes in income or expenditures are expected, we recruited
two waves at two different points in time: The first wave was recruited in
November 2019, before the two major December holidays in the Netherlands
(Saint Nicholas and Christmas), that is, at a time when their current bud-
get is reduced by extraordinary expenditures for gifts. The second wave was
recruited in February 2020 when no such extra constraints exist (stable sce-
nario). Note that the threat of Covid 19 was not yet present in Europe at that
time.

Participants were recruited in the exact same way and drawn from the
same student pool. There was no mention of a second wave when recruiting
participants for the first wave. Those participating in the first wave were

automatically excluded from participation in the second wave.
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4.2 Experimental tasks

Participants were asked to complete 4 consecutive blocks of questions: (i) a
block of 20 convex-budget-set (CBS, Andreoni and Sprenger (2012)) questions,
(ii) a block of 20 multiple lottery list-questions (MLL), (iii) one question on
risk aversion (‘the bomb-question’ proposed by Crosetto and Filippin (2013))
and (iv) a number of questions on demographics, income and expenditure.
The order of (i) and (ii) was randomized.

The CBS and MLL questions have equivalent rates of return ranging from
20% to 100%. Early options are either the week of the experiment or 8 weeks
after it, and late options are either 5 weeks later or 14 weeks later. CBS
questions consist of an early and a late option that vary in time of payout and
token-exchange-rate; each participant has 100 token per question to allocate
between the two options. MLL questions consist of an early and a late option
that vary in the number of lottery-scratch-cards and timing; each participant
chooses for each question either the early or late option. One question out of
all CBS and MLL questions is randomly selected for payout. For instructions
and complete questions see the Supplementary Material.

The selected parameters for the blocks of questions for CBS and MLL are
summarized in Table 1. Each row is one question, and specifies ¢ (the early
period), k (delay, difference between the early and late period in days), a;
(token exchange rate early period for CBS, number of early period lottery
tickets for MLL), a;1y (same for late period) and 1 + r (implied exchange
rate). We randomized at the individual level whether all question blocks had
ascending interest rates or all blocks had descending interest rates.

At the end of the questionnaire participants provided their contact de-
tails and bank accounts. They received an email on the same day stating the
randomly selected question and amount(s) of money they would receive on
particular days. Each participant received 4 Euro for participation plus an
amount based on the selected question (money or lottery tickets). The partic-
ipation fee plus any money resulting from the ‘Today’ choices was transferred
and received on the same day (transfers between banks within the Netherlands

occur immediately).
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Table 1: Question parameters

Convex budget set (CBS) questions Lottery ticket (MLL) questions
t k a; e 147 t k a; A1k 1+7r

early delay early late early delay early # late #

period rate rate period of tickets of tickets
0 35 0.1 012 1.2 0 35 5 6 1.2
0 35 0.1 014 14 0 35 5 7 1.4
0 35 0.1 016 1.6 0 35 5 8 1.6
0 35 0.1 018 1.8 0 35 5 9 1.8
0 35 0.1 02 2 0 35 5 10 2
0 98 0.1 0.12 1.2 0 98 ) 6 1.2
0 98 0.1 014 14 0 98 5 7 1.4
0 98 0.1 016 1.6 0 98 5 8 1.6
0 98 0.1 018 1.8 0 98 5 9 1.8
0 98 0.1 02 2 0 98 5 10 2
56 35 0.1 012 1.2 56 35 5 6 1.2
56 35 0.1 014 14 56 35 5 7 1.4
56 35 0.1 016 1.6 56 35 5 8 1.6
56 35 0.1 018 138 56 35 5 9 1.8
56 35 0.1 02 2 56 35 5 10 2
56 98 0.1 012 1.2 56 98 5 6 1.2
56 98 0.1 014 14 56 98 5 7 1.4
56 98 0.1 016 1.6 56 98 5 8 1.6
56 98 0.1 018 1.8 56 98 5 9 1.8
56 98 0.1 02 2 56 98 5 10 2

Those that earned lottery tickets received scratch tickets by postal mail
on the corresponding date. Each ticket had a 1 Euro buying price and could
be scratched immediately to discover whether it paid a price. The tickets pay
out a "headline" price of 25.000 Euro with a chance of approximately 1 in 2
million, but they also offer smaller prices (at larger odds).

Thus, within method the transaction costs are kept constant across choices
at different time horizons: monetary payoffs are transmitted by bank transfer,
lottery tickets are provided through mail delivery. That means that individ-
uals who choose to receive payoff in the week of the experiment receive them
with slight delay (bank transfers and mail occur on the same day, but mail is

delivered the morning after).
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4.3 Descriptive statistics

Table 2 presents basic descriptive statistics for each sample. Despite being
recruited in the same way, we observe some differences in observable charac-
teristics. Not surprisingly, students in wave 2 are slightly older than students
recruited in wave 1 (p=0.07). But we also have a higher proportion of foreign
nationals in the first wave (14% in Wave 1, 5% in Wave 2, p=0.02) and signifi-
cant differences in shares of men (57% in Wave 1 and 80% in Wave 2, p=0.00).
We do not have a good explanation for why more male students registered in
the second wave.!’ Despite these differences, the average monthly income is
similar at 740 Euro in Wave 1 and 732 Euro in Wave 2. We will address below
concerns about how differences across these two samples affect our analysis.
We also collected information about expected future income and expen-
diture changes, distinguishing between gift and non-gift related changes for
participants in Wave 1. Expectations about non-gift related income changes
in the next three months are similar between waves (around 70% expect no
changes, 24% expect an increase and the rest expects a decrease). Regard-
ing expectations about non-gift related expenditure changes, the fraction that
expects no change is roughly 60% in both samples, but for the rest the dis-
tribution is significantly different: Participants in wave 1 are less likely to
expect a decrease and more likely to expect an increase. Such difference is not
necessarily unexpected; for example expenditures related to travel or holidays
may also increase for participants in wave 1. Participants in Wave 1 expect to
spend an average of 90 Euro on Christmas or Santa Claus while subsequently
they expect to receive on average 65 Euro in monetary gifts (see Table 3).
Using the information on expectations, we classify individuals into those
expecting a ‘shock’ and those not expecting a shock. The ‘no shock’ group
is defined as individuals that indicate (1) no expected changes in expenditure
(2) no expected change in income (3) minor expenditures for and income from

Santa-Claus/Christmas presents (below 50 Euro in such expected expenditures

10T here are very few studies noting gender differences in measured time preferences. We
only know of one study documenting that women were found to be more patient than men
based on a multiple price list experimental measure (Dittrich and Leipold (2014)).
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Table 2: Descriptive Statistics

(1)
Wave 1 Wave 2 P-val

Demographics:
Age 190 194 0.07
Male (%) 057  0.80  0.00
Country of origin
Netherlands (%) 0.86 0.95  0.02
European country (%) 0.07 0.03  0.13
Other (%) 0.07 002 0.0
Income/Expenditure shocks
Income per month 740 732 0.91
Expected income decrease (%) 0.04 0.05 0.72
Expected no income change (%) 0.74 0.71  0.73
Expected income increase (%) 0.23 024  0.84
Expected expenditure decrease (%) 0.03 0.10  0.04
Expected no expenditure change (%) 0.59 0.63 0.52
Expected expenditure increase (%) 0.39 0.28 0.09
Any expected shock (income/exp.) (%)  0.84 0.52  0.00
Observations 108 105

Table 3: Holiday gift expenditures/receipts

(1)

Wave 1

mean
Spending on Santa Claus presents — 24.2
Spending on Christmas presents 66.7
Receiving as Santa Claus presents  11.6
Receiving as Christmas presents 54
Net holiday expenditures 25.3
Observations 106
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and in such expected gifts). The ‘shock’ sample contains all other participants.
Clearly for Wave 2 only the first and second criterion apply and 52% are
labeled as expecting a shock, while the additional expenditures expectations
for Christmas increase this to 84% in Wave 1 (Table 2).

The average responses to the CBS and MLL questions are presented in
Figure 2 in Online Appendix B.1. Mean responses are in line with expectations:
patient choices increase with the interest rate and decrease with the delay
length. On average, the two waves yield similar pictures, although there seems

to be slightly more present bias in Wave 1.

4.4 Comparing CBS and MLL

We proceed by estimating preference parameters for each individual using
responses to both the CBS and MLL questions. Our MLL questions allow
bounds identification of § and /3, equivalent to the conventional Multiple Price
List elicitation method. As outlined in our pre-analysis plan, we use questions
with 5 weeks between early and late options to identify our MLL parameters, as
this serves as a validation to our experiment with job seekers presented in the
next section that used similar questions.!’ MLL choices then identify whether
the discount factor falls into one of six intervals. Asis common in the literature,
we pick the midpoint of the identified interval for each parameter estimate.'?
Andreoni and Sprenger (2012) show that point estimates are identified from the
CBS responses if an individual made at least two interior choices (as opposed
to corner solutions), using a two-sided Tobit regression.'® The distributions of
estimated preference parameters are shown in Online Appendix B.1 in Figure
3 (Wave 1) and Figure 4 (Wave 2), separately by method.

11'We included questions with 14 weeks delay because the CBS method relies on a larger
set of questions to identify individual discount factors. Obviously answers to these questions
also provide additional information for MLL. The Online Appendix C.2 shows very similar
insights when we use all questions to bound individual discount factors.

I2Both estimation procedures are presented in more detail in the Online Appendix C.1.

13This works for half of the sample. For one-third we use simple OLS (as Andreoni and
Sprenger (2012) do in their appendix Table A4). The remaining participants put 100% of
their tokens in the patient choice, for all questions. As a result only a lower bound for their
time preferences ¢ and [ is identified, and for these individuals we set 5= B =1.
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CBS measures are more continuous than the MLL measures. For compa-
rability we also construct “coarse” measure of CBS, where we transform the
values into the six MLL values, based on the interval in which they fall. The

pre-analysis plan specified the following hypothesis for the comparison between

MLL and CBS:

Hypothesis 1: In Wave 2, where income and expenditure shocks are rare, we
expect a similar ranking of individuals: individuals with a higher measurement
under MLL should also have also a higher measurement under CBS. For Wave

1 we expect a weaker association between the two.

While this is our main hypothesis, we also specified further analysis along

the following lines as sub-ordinate exercises:'4

Sub-Hypothesis 1.1: In Wave 2, CBS and MLL provide similar magnitudes
for the discount factor: the differences in discount factors between individuals
should be similar, and possibly the level of the discount factor. In wave 1

again we do not expect this.

Sub-Hypothesis 1.2: For individuals who report no shocks in expenditures
and /or income we expect a higher discount factor under MLL to be associated
with a higher discount factor under CBS (in either wave). We do not expect

the same for those with shocks.

Hypothesis 1 is based on the robust theoretical result that higher discount
factors are linked to higher MLL measures. In wave 2 where shocks are low
the CBS method should uncover discount factors, and so higher CBS should be
indicative of higher MLL. Note that we expect a weaker association in Wave 1
for both ¢ and 3, as fluctuations surrounding Christmas are likely to affect even

answers to the future questions (e.g., 8 weeks versus 13 weeks), even though

14Tn our pre-analysis plan Sub-Hypothesis 1.1 was called "Hypothesis 1a". Sub-hypothesis
1.1 was directly mentioned as an extension analysis to the main Hypothesis 1.
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both of these weeks are after Christmas. For example, large expenditures in
December may make income in January more valuable for some. Alternatively,
some individuals may expect large monetary gifts during Christmas, lowering
the value of income in January. Since methods differ in how they deal with
shocks (CBS is not designed be robust against such shocks), we expect them
to correlate less well in these settings. Sub-hypothesis 1.1 states that magni-
tudes should be comparable, which is only true in our baseline theory or in the
case of savings for the long-run discount factor. Finally, Sub-hypothesis 1.2
restates the same on an individual-level basis, where CBS should be a good
comparison for those without shocks but not otherwise.

To test these, we regress our MLL estimates on the CBS estimates:

OMEE = g + 7P + ¢ (7)
and similar for 5. The formal tests in our pre-analysis plan are then:
e Hypothesis 1: 73 > 0 in Wave 2, but not necessarily in Wave 1.

e Sub-hypothesis 1.1: v = 1 in Wave 2, but not necessarily in Wave
1, using coarse CBS, especially for §. Alternatively: test equality of
distribution of § and £ in Wave 2, using coarse CBS.

e Sub-hypothesis 1.2: v > 0 for those without shocks in either wave.

Importantly, testing these hypotheses does not require that both samples
are similar in observable and unobservable characteristics. Thus, the differ-
ences that may exist between the two samples do not matter for this analysis.

Regression results by wave are presented in Table 4. The estimates for o
(columns 1 and 2) show that the association is positive in both waves, but
indeed only statistically significant in Wave 2. The coefficient is also larger
in Wave 2 (0.588) than in Wave 1 (0.244). For our estimates of § (columns
3 and 4), the association between the two methods is weaker in general, but
again largest and statistically significant in Wave 2. These findings support
Hypothesis 1: MLL picks up a similar variation in the discount factor as CBS

in the sample with a higher fraction of individuals without income/expenditure
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shocks, i.e., a higher fraction of individuals that fulfill the assumptions under-

lying CBS.
Table 4: Regression MLL on CBS

Wave 1 Wave 2 Wave 1 Wave 2

(1) (2) (3) (4)
Delta (MLL) Delta (MLL) Beta (MLL) Beta (MLL)

Delta (CBS) 0.244 0.588%**
(0.148) (0.208)
Beta (CBS) 0.110 0,220
(0.077) (0.077)
Constant 0.594%+* 0.221 0.859%** 0.785%**
(0.136) (0.193) (0.078) (0.079)
N 108 105 108 105

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

Coefficients are not equal to unity, but this might simply be due to the
coarseness of the MLLL measure. For that reason our pre-analysis plan specified
to test Sub-hypothesis 1.1 with coarse CBS.' If we compare MLL to this coarse
CBS measure using the same regression, we obtain even stronger results (Table
8 in the appendix): the coefficient for § in Wave 2 is 0.901, highly statistically
significant and not statistically different from 1. In Wave 1 it is only 0.383
(significant at the 10% level). Also for § we find a significant coefficient in
Wave 2 (0.388) and a smaller non-significant coefficient in Wave 1 (0.191). This
supports the first test for Sub-hypothesis 1.1, at least for the long-run discount
factor, indicating that even the magnitude of differences across individuals is
meaningful in MLL. It does so even though the two methods deliver different
means of § and . Indeed, a paired t-test for equality of the two measures
(using coarse CBS) rejects this hypothesis: both average 0 (p-value < 0.01)
and average [ (p-value = 0.04) differ significantly in Wave 2.

15An alternative is to consider the rank of the estimates within the Wave (per method).
In Online Appendix C.3 we reproduce our main analysis using ranks rather than levels and
find that results are very similar. This was not part of our pre-analysis plan.
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A comparison of the two waves confirms our main hypothesis that MLL
correlates well with CBS when a small fraction of individuals is anticipating
shocks, but does not correlate well when a larger fraction of individuals are
expecting shocks, that is, in settings in which the basis for CBS (and most
other methods) is violated.

So far the analysis was run on each wave separately, including all in-
dividuals irrespective of whether they reported expecting a change in in-
come/expenditures or not, exploiting the variation due to the timing of the
two waves.

But we do not need a source of exogenous variation in shocks to test these
hypotheses. Whether the shock is exogenous or not, i.e. whether it is corre-
lated with unobservables or not, we would again expect a stronger correlation
between MLL and CBS for those who do not expect shocks than for those who
do.

To isolate more clearly the role of shocks as the factor causing the difference,
we now turn to individual information on income and expenditure shocks to
test Sub-hypothesis 1.2. We classify individuals from both waves as those
with or without shocks (as described above) and estimate equation (7) for the
two groups. Results for 0 are presented in Table 5. We find again that the
measures correlate much more strongly in the samples without shocks: for
both waves we obtain a highly significant coefficient for the subgroups without
shocks (columns 1 and 3). Both coefficients are also very close to 1, that
is, the methods do not only capture the correct ranking but also the correct
magnitudes of differences between individuals (see Sub-hypothesis 1.1). On
the contrary, we find insignificant and small coefficients for the samples that
report expected shocks in column 2 and 4.

A similar breakdown for (8 is presented in Table 6. As the association in
general is much weaker for 8, the point estimates provide little information
regarding differences in alignment for individuals with and without shocks.
The coefficients have equal magnitude, but only for the no-shock sample it
differs significantly from zero (column 3).

We also provide tables similar to Table 5 and 6 using coarse CBS in On-
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line Appendix B.1 (see Tables 9 and 10). Results are overall rather similar,
except that the coefficient on [ for no-shock individuals in wave 2 is much
larger (0.696), significantly different from zero, and insignificantly different

from unity.

Table 5: Regression MLL estimates on CBS estimates by income/expenditure
shocks: Delta

Wave 1 Wave 2
1) ) 3 @
No Shock  Shock  No Shock  Shock
Delta (CBS) 1.248%** 0.092 1.048%** 0.284
(0.342) (0.164) (0.309)  (0.283)

Constant 0.307  0.737%%*  _0.211  0.501%
(0.302)  (0.152)  (0.289)  (0.259)
N 17 89 50 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

Table 6: Regression MLL estimates on CBS estimates by income/expenditure
shocks: Beta

Wave 1 Wave 2
1) ) (3) (4)
No Shock  Shock  No Shock  Shock
Beta (CBS)  0.132 0.102  0.200%*  0.214
(0.107) (0.090) (0.092) (0.191)

Constant ~ 0.836™*  (.865%FF  (.843%FF (. 755%%
(0.112)  (0.090)  (0.101)  (0.185)
N 17 89 50 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

These results confirm our main hypothesis (Hypothesis 1) about the com-
parison between MLL and CBS: both measures correlate strongly when few

people expect shocks (stable scenario) but not otherwise. This is related to
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the shocks individuals perceive, as within wave the strong correlation exists
for those without shocks (Sub-hypothesis 1.2). Both methods uncover simi-
lar differences in long-run discount factors between individuals (first test of
Sub-hypothesis 1.1) even though they do not uncover exactly the same distri-
butions (second test) in the stable scenario. These results indicate that our
main premise is justified: MLL is suitable to measure which individuals are
more patient, based on a similar performance to CBS in low-shock samples.
But it is designed for scenarios with shocks that are not accounted for by CBS
and most other methods. In such scenarios, we find a different ranking of
individuals using the MLL method.

Our pre-analysis plan also specified similar tests with a group of job seekers
for the late spring 2020, but due to Covid restrictions the recruitment for
these could not be carried out. It also included a second main hypothesis
intended to investigate each method across samples under the assumption
that “the underlying distribution of time preferences of individuals in sample
1 and sample 2 are similar” (Belot et al. (2019a)). If the only difference is
that those who answer the questions in Wave 1 have additional expenditures
currently but more income in the future compared to individuals in Wave 2, we
expected CBS to show more present bias in Wave 1 than in Wave 2, and not
MLL. MLL should be shielded from income/expenditure changes, while CBS
should pick up the current shortness of money and the future abundance in
Wave 1. But this is unfortunately not the only difference between waves. As
discussed earlier, observables differ significantly across waves, casting doubt
on whether the unobservables, such as true discount factors, are distributed
identically across waves. Since this exercise depends on similar distributions,
we do not present this analysis here and relegate it to Online Appendix B.2.

We find more present-bias in Wave 1 but estimates of the difference are not
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significantly different between methods.'6-17

5 Application to Job Search

We apply our new methodology to examine the role of time preferences in
job search. Such a connection has been stressed in DellaVigna and Paser-
man (2005), and more recent contributions argue both for its relevance (e.g.,
DellaVigna et al. (2017), DellaVigna et al. (2020)) and against (e.g., Mari-
nescu and Skandalis (2020)). We are not aware of any study that takes direct
measures of time preferences and links them to job search activities of the
unemployed, maybe because of the difficulties of varying incomes discussed in
the introduction. We fill this gap by illustrating the application of our method
in this setting.

We collected information on discount factors of individuals during a field
experiment with 300 unemployed job seekers in Scotland in 2013/2014 (see
Belot et al. (2019b) for experimental details). These were measured with
our MLL method, in a very similar way to those deployed in our validation
experiment.'® We did not deploy other methods to elicit time preferences due
to constraints on the number of questions we could include. For validation of

our method see the previous section.

16Participants in the two waves were drawn from the same pool of students and both
studies filled up quickly, suggesting abundant supply of students. Nevertheless, there are
factors that may explain differences in observables and discount factors. First, all partici-
pants from Wave 1 were automatically excluded from participation in Wave 2. The most
‘eager’ individuals may thus have ended up in the first sample, while the remaining less
eager individuals are in Wave 2. Second, while all students in the pool were required to
participate in some experimental studies, they were free to decide when to do so. Students
signing up in the first semester may be different types of students from those signing up in
the second semester.

I7Note that neither elicitation method correlates well with observables or ex-post collected
personality traits, and the few correlations that are detected in one wave are generally not
stable across waves.

18T otteries again paid out according to the first ten rows of Table 1, except that the delay
was four weeks (28 days) instead of five weeks (35 days). We changed this for the validation
experiment by one week to avoid payouts during the holiday period between Christmas and
New Year in Wave 1. Lottery tickets were of comparable value, costing £2 in the UK. They
had a headline prize of £250000 and again also lower prizes.
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Figure 1: Estimated time preference parameters job seekers
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As part of the larger study, we collected measures of job search effort and
reservation wages at baseline and over the 12 weeks panel dimension of the
experiment. The study introduced an experimental variation at week 4, where
half of the sample received suggestions of alternative occupations to include
in their search. The effects of this intervention are evaluated in Belot et al.
(2019b). To avoid differences arising from the experimental treatment, we use
only data from the first three weeks of the study here.

Our sample is too small to examine job finding, which is a rare event in
our setting, but we can use job interviews as a more frequent proxy for which
our sample is sufficiently powered (see the discussion in Belot et al. (2019b) on
this). We can also directly test the predictions by DellaVigna and Paserman
(2005) regarding the relationship between time preference parameters with

search effort and with reservation wages.

5.1 Time preference parameters

We start by presenting descriptive statistics on the elicited time preference
parameters in the standard hyperbolic discounting (beta-delta) framework. In
line with the analysis above, for each individual we infer present-bias () and

long run discount factors (§). Figure 1 shows the distribution of ¢ (calculated
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Table 7: Regressions job search effort and log reservation wage

(1) (2) (3) (4) (5)

Weekly hours Log hourly

spent on Weekly Min. (hourly stated Weekly
job search  applications min. wage)  res. wage interviews
Beta 0.731 0.119 0.006 0.054 0.645%**
(1.407) (0.163) (0.009) (0.081) (0.287)
Delta -3.731* 0.025 0.001 -0.007 -0.668***
(2.250) (0.265) (0.020) (0.110) (0.116)
Model Linear Poisson Linear Linear Poisson
RE RE RE RE
N 383 530 516 166 490

Standard errors (clustered by individual) in parentheses. * p < 0.10, ** p < 0.05, ***
p < 0.01. All models contain control variables (risk preferences, age, gender, white, cou-
ple, children, higher education, unemployment duration) . All models except (4) contain
individual random effects.

based on choices of payments in 8 vs 12 weeks) and S. We find that individuals
display a bimodal distribution of long-run discount factors. The bimodal dis-
tribution arises because a large fraction of individuals always choose the early
(or late) date. Regarding /3, we find that 71% are time-consistent (5 = 1) and
20% are present biased.

5.2 Time preferences, search effort, and job interviews

We have two measures of search effort: (1) self-reported hours spent searching
in the previous week, and (2) number of applications. The first measure is
obviously the most direct measure of effort. The other is plausibly positively
correlated with search effort but the relationship is less clear. For example,
people may spend a lot of hours searching but may be more selective and not
necessarily send more applications. On the other hand, the first measure is
perhaps more subject to reporting error.

For the reservation wage, we also have several alternative measures. The
first is a self-reported measure collected at baseline where we ask individuals

the minimum wage they would be willing to accept. The second is a measure
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based on the actual search behavior of individuals. Since a large share (over
40%) of vacancies include information about wages, we can examine what the
lowest wage is that individuals consider in their search.!®

Finally, we have one usable measure of job search success: the number of
job interviews. This is often taken as a proxy for job finding. A caveat to this
through the lens of job search models in the spirit of DellaVigna and Paserman
(2005) is that even a successful job interview might not lead to job acceptance
if the reservation wage is too low. This might be less of an issue in Scotland
where a large share of firms indicate wage offers in their job postings, and
therefore job seekers might be able to avoid interviews at jobs where the offers
are too low.

DellaVigna and Paserman (2005) build on the model of McCall (1970)
where individuals choose a reservation wage, and in their extension also a level
of search effort. They embed hyperbolic discounting into this setting. They
predict that less present bias (higher ) leads to more job search, because
individuals do not procrastinate. In addition, it has no effect on reservation
wages for naive agents, as reservation wages are decided today but only affect
payments in the future. Taken together, lower present bias is predicted to
increase job finding.

In Table 7 we show that less present bias indeed significantly increases job
interviews (column 5), which we take as a close proxy for their re-employment
chances.?’ All regressions also contain standard controls (not reported), in-
cluding education, age and gender. Point estimates for hours spent searching
(column 1) and number of applications (column 2) are positive but small in
magnitude and not statistically significant. For the reservation wage, the re-
sults are shown in column 3 and 4. Effects of present bias on either measure

of the reservation wage are economically small and statistically insignificant.

YNote that the first outcome (stated reservation wage) is observed once per individual,
while the definition based on search behavior is observed at most three times per individual.

20Presented regression results are from a Poisson regression (since interviews is a count
variable). We observe the outcome during each of the first 3 weeks of the study and thus
have (at most) three observations per individual. To account for unobserved heterogeneity
we include individual random effects.
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In sum, these findings seem broadly in line with the predictions of DellaVigna
and Paserman (2005).

Regarding the impact of the long-run discount factor, the model of DellaV-
igna and Paserman (2005) predicts that individuals with higher long-run dis-
count factor (higher ¢) provide more search effort as they have more interest in
its future rewards, and have higher reservation wages as they are more willing
to wait for better future offers. The first increases job finding, the second de-
creases it, so the overall effect cannot be signed. The second effect dominates
when the long-run discount factor is close to one.

Table 7 reveals that those with a higher long-run discount factor have sig-
nificantly fewer job interviews. They also have significantly lower hours of
job search, while we find no relationship with job applications. There is no
economic or statistically relevant relationships with either measure of reserva-

tion wages. These findings are not as predicted by DellaVigna and Paserman

(2005).

5.3 Discussion of job search and time preferences

The findings on present-bias are broadly encouraging for job search models that
include impatience as a driving force. The findings on the long-run discount
factor are also significant, though not in line with the predictions from existing
work such as DellaVigna and Paserman (2005). We briefly discuss what might
be missing.

First, reservation wages are a difficult concept: Krueger and Mueller (2016)
report that 44% of job seekers in their study accepted a job below their stated
reservation wage, and Hall and Mueller (2018) back out a much larger variation
in non-wage characteristics than in wages. A reservation utility might then
manifest itself more on non-wage characteristics. This could be explored in
future work.

Second, if those with a higher long-run discount factor are more choosy on
non-work characteristics, they might not need to search over as big a set of

jobs to send their applications. To the extent that this can be pre-specified
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through, e.g., tighter search radius or other filters, this reduces the set of alter-
natives that the individual has to consider. Even if the effort to inspect each
alternative remains constant, this would reduce the overall time searching. A
form of partially-directed search along these lines might reconcile the findings
above.

Both of these could in principle be investigated with our method combined
with data from modern job search platforms, though this might require a larger

sample of job seekers.

6 Conclusion

This paper lays out a simple method for eliciting time preferences even in
settings where income and consumption might change over time. It relies on
high stakes lotteries, where the main trade-off is between the timing and the
probability of getting rich. If the amount of money associated with winning
the lottery is sufficiently high, level and variation in the normal income and
consumption stream do not affect this trade-off. Our method identifies the
discount factor in simple settings, and preserves the ranking and sometimes
even the level in more elaborate settings with savings or probability weights.

In an experimental setting with students, the discount factors elicited with
this method correlates well with those from standard (convex budget set)
elicitation methods in the absence of shocks. Our measure is intended to
absorb shocks to income while others are not, and indeed shocks break this
strong correlation.

An illustration with job seekers showcases how our method might be ap-
plied in settings where income shocks are the norm, and vindicates previous
predictions on present-bias while raising new aspects related to the long-run
discount factor.

Future work might explore more deeply how our method performs relative
to, say, structural estimation techniques that incorporate elicitations of sub-
jective expectations about future variation in income and consumption. This

is an open agenda. One main advantage might be that our method is simple
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to administer and analyze, and does not require strong modelling assumptions

regarding utility functions or the space of beliefs.
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A Online Appendix: Theory - Main Model Ex-

tensions and Illustrations

A.1 Illustration with real effort elicitation

Assume individuals value money and leisure. In the simplest setting their util-
ity function per period can be represented as E [u;(c;¢) + vi(hit)], where u;(-)
and y;; are as in the main body, and v;() is an increasing and convex utility-
of-leisure function and h;, is the leisure in the given period. If individuals can
choose between r, units of time spent on a real effort task in period 7, and r;
units of real effort to spent on a task in period ¢ > 7 (and they might get some
additional payment in the first period as a show-up fee to make them willing

to take either one of these), their level of indifference is now given by
Evi(hir —17) + vzt Evi(ye) = Evi(hir) + Vit Evi(hig — 7’;,5)- (1)

In this simple example we obtain the analogous equation to (1), only that we
are now working with leisure time rather than income. So we can again derive

the analogue to (2)

- Bui(hiz =) = Bui(yis) e Evi(hig) )
Tt T g vi(hiy —17) — Evi(yis) - 5y Bvi(hiy) ’

where the third expression uses the Taylor approximation v;(h;; —7) =~ v;(y) —

/

vi(y)r-

Now a similar example as that in the main body goes as follows: Consider
two individuals A and B with identical utility-of-leisure functions v;(h) =
log(h) and identical discount factor, who differ only in their expectations about
finding a job and associated changes in leisure time: They are both unemployed
in the early period with full leisure time hy; = hp; = 1. In the late period
individual A believes to have found a job that cuts her leisure to hao = 1/4,
while individual B believes that she will stay unemployed with hpo = 1.

Assume real effort 7 is sufficiently small that the approximation in (MPL’) is
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valid and we get

rr Ev(l)  r.
Tz,t Evi(1/4) B 47"T4,t
rr Evi(l) 1,
B4 Evi(1) B T;%,t,

YA 1,2 =

VYB,1,2

where the two lines equal because of the assumption of identical discount factor

rr

across individuals. So = =4 and if one neglects the change in expected
At

leisure time person A appears a§ ff she has a higher discount factor than person
B. Person A also finds a job more quickly. If one just took r;/r;, as a measure
of patience, the more patient person here finds the job more quickly. But truly
they both hold the same discount factor and person A only does effort early

because she anticipate a reduced leisure endowment in the second period.

A.2 TIllustration of direct method elicitation

The direct method of Attema et al. (2016) asks questions of the kind: Do you
want to get 10 Euro in each of the first X weeks, or would you rather get
10 Euro in each week after X until some maximum week. Let the maximum
week for simplicity be week ten. Clearly if X = 9 most people would like
to be paid early since they would be paid nine periods while they will only
be paid in one period if they take the late payments. Similarly, if X = 1
most people would presumable take the late payments as it will lead to nine
payments and despite discounting this will for most be preferred to a single
early payment. Varying X elicits the point where the individual is indifferent
between early and late payment. The discount factor can be recovered from
versions of such questions when background consumption does not change.
People with identical discount factors have to answer the questions identically.

But now consider two people that have identical discount factor and pref-
erences but different job finding expectation. Person A expects to find a job in
week 6. Person B does not expect to find a job within the ten weeks. Both get

low unemployment benefits during unemployment and consume them. Upon
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finding a job person A gets a higher wage w.

Consider first individual B: If she does not discount at all, she would choose
indifference point X=5, as she would like to have the maximum number of pe-
riods payout. If she has mild time preferences, she might choose X=4 because
early payments are valued more. Now consider individual A: Assume w is so
high that the marginal utility u’(w) is close to zero. So she essentially does not
value additional money in periods after period 5. That means he would choose
X=2.5 if she does not otherwise discount, or with some mild discounting she
would choose X=2. So even with this method, it would look as if A is much

more impatient.

A.3 Probability Weighting

Consider an individual who obtains y;; in period ¢, unless she wins the lottery
in which case she obtains y;, + R. We abstract from uncertainty in y;, for
illustrative purposes. Such uncertainty would need to be taken into account
with appropriate probability weights, which does not alter the final result but
significantly increases notational complexity. Let w be a mapping from [0,1]
onto [0,1] representing the probability weighting function, and we adopt rank-

dependence. Indifference between the early and late lottery now requires

(1= w(er))uwi(yir) + wler)w(yir + R)| + Yireu(yir)
= u(¥ir) + Yirel (L — w(ef ) u(ys) +wlef)ulyis + R)],

where winning the lottery is always the most attractive outcome and is weighted
by the probability weight. For the less attractive outcome rank-dependence

means that it is assessed with 1 — w(p). This reduces to

w(er) w(yir + R) — u(yir)
w(er,) w(yie + R) — ulyie)
(e,

(5;1&)

PY’L',T,t

g

for large R. (8)

Q

S
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The steps to show the approximation are identical to those used in (3). We
assume that e, R = K for some fixed K, and take limits as R becomes large.
Let r; = &;/ej, € (0,1) be the limit of individual’s choices as R becomes

large. We can then derive the following approximation around r; of unity:

In (%) _ (%) —  lnw(r) —nw(E,)

~  Inw(e,) + —u

P(ri — 1)

Q

where the first approximation is simply a Taylor expansion and the second
reflects that w'(e},)e},/w(e},) captures the elasticity of the weighting function

around zero, which we denot by ¢. Therefore (8) can now be written as

e®(ri=1)

Q

%,T,t
1+ gzﬁ(n — 1)

Q

where the second approximation reflects that standard approximation of ex-

ponential functions around an argument of zero.

A.4 Setup with Savings after Lottery Win

Here we outline the setting where individuals can save after their lottery win.

Recall that individuals at time ¢g = 0 at time ¢ have continuation utility

T

E Z Yits (to)uilci) (9)

s=t
where total life span T could be infinite. (Note that a decision-maker at
time t; might have a different continuation value because she applies discount
factors 7;...(t1).) Individuals are hand-to-mouth unless they win the lottery

(cit = yit). But in case of a lottery win they can freely save or borrow at

44



interest rate ¢ as long as their wealth W (i.e., the net present value of past
savings plus current and future income) stays weekly positive. So starting a

period with W allows consumption
c e [0,W] (10)

and next period wealth
W'=(1+)(W —c). (11)

In particular, this means that individuals can use proceeds from lottery wins
over many periods. For ease of exposition also assume that the income stream
is deterministic, though possibly heterogeneous across individuals and time.

Here we focus only exponential discounters or hyperbolic discounters as
defined in the setup of the basic model. We assume 6;(1—¢) < 1 so exponential
discounters dis-save after a lottery win. In the hyperbolic case, we follow the
literature and distinguish between naive individuals who believe that they will
behave as exponential discounters in the future, and sophisticated individuals
who understand that in their future "selves" will also have more interest in
immediate consumption. Both exponential and naive individuals believe that
any sequence of savings choices that is optimal for them today will also be
optimal for their future selves, so their savings problem after a lottery win
is simply an optimization problem: choose sequence ¢, ¢;y1,... to maximize
(9) subject to constraints (10) and (11). Sophisticates on the other hand
understand that future selves discount the future different from themselves
and will take different actions from the ones that the individual would like to
commit to today. It plays a game with its future selves, as, e.g., in Laibson
(1996).

For finitely-lived individuals the savings problem has a unique solution. In
the case of sophisticates it is found by backward induction: under constant
relative risk aversion an individual with T'—t remaining periods of life consumes
a fraction Ar_; of her wealth, and this fraction is increasing in remaining
lifetime (Laibson (1996)). Since individuals might benefit from a lottery win

for a long time, it will be useful to consider 7' large, and we use the limit
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at T — oo to capture infinitely-lived individuals. This has no restriction
for exponential discounters and naives. For sophisticates this constitutes a
particular selection among all possible markov equilibria in infinite settings.
It implies that individuals consume fraction A\, of wealth, and this fraction
increases in an individual’s present-bias all else equal (see equation (9) in
Laibson 1994). There exist other markov equilibria with different constant
savings rate in these infinite games, and our results apply as long as they
inherit the same comparative statics:

Assumption: Infinitely-lived hyperbolic discounters have Bernoulli utility
function has constant absolute risk aversion p > 1, play an equilibrium markov
strategqy in the savings game where consumption is a constant fraction A\ of

wealth, and X is increasing in impatience () all else equal.

A.5 Proof of Proposition 2

Consider infinitely-lived person ¢ who wins the lottery reward R at time 7
and has not other wealth. Consider her sequence of consumption choices
Cy, C4,Cy, .. going forward, i.e., in periods 7, 7 + 1, 7 + 2 etc. Now con-
sider the same individual who wins the lottery reward R at time ¢ > 7 and
has no other wealth. If 7 > 0, it is obvious that this person will choose exactly
the same consumption sequence going forward: She will choose Cy, C1, (s, ..in
periods t, t + 1, t + 2 etc. The reason is that the environment going forward is
exactly identical. That also implies that their continuation utilities are identi-
cal, so that U, ;(R) = U, +(R). This immediately establishes relationship (6) as
a direct consequence of (5). This also holds for exponential discounters when
7 = 0 by the same logic.

It does not hold for hyperbolic discounters at 7 = 0. Consider first a so-
phisticate. At any point in time, this person is aware that her future selves are
as present-biased as she is currently. Given our assumption on Markov equi-
libria (for which the limit of the game of finitely-lived players is a special case)
the consumption sequence from time 7 onwards rests exactly the same as the

consumption sequence from time ¢ onwards. So that step from the previous
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paragraph remains. But the discount factors that are applied differ when the

sum starts at zero compared to a future date:

Uio(R) = Co+ B 0°u(Cy) < Co+ Y _6°u(Cy) < Uiy(R)  (12)

s>1 s>1

where in fact the last inequality holds with equality. By (probability-ratio-
savings) it holds that e./ej, ~ 7i:-Ui+(R)/Uio(R), so the probability ratio
understates the true discount factor as stated in the proposition.

To make the same statement for naive hyperbolics we will use a related
but slightly more sophisticated argument: let Cy, Cy,Cy, ... be the optimal
consumption sequence of a naive hyperbolic after lottery with with wealth
R at time zero. Then U,;o(R) can be constructed with the same equality
as in (12). Also the strict inequality in (12) still holds. But now the weak
inequality in fact holds strictly: from time ¢ onwards the person could use the
same consumption choices, but in fact he might even find a better sequence
of consumption choices moving forward. Note that naives belief that their
future selves will carry out their optimal decisions, so this logic applies. Again
we conclude that the probability ratio understates the true discount factor as
stated in the proposition.

We are left to show that nevertheless the probability ratio ranks individuals
correctly. Consider two naive hyperbolic discounters i and 7 who only differ
in respect to their present-bias parameter 5; > ; (i.e., they only differ in
Yiot > V0. for all t). We have to show that £;0'U; o(R)/U;+(R) is larger than
Bi0*U; 0(R) /Ui +(R), i.e., that the probability ratio as in (5) is higher for person
7 than for person j. Here we omit the person index on the long-run discount
factor because it is identical among them.

Clearly U;+(R) = U;(R) because in the future (¢ > 0) they expect both
to discount exponentially with identical long-run discount factor. So we have
to show that U, o(R)/3; is smaller than U, (R)/5;. Analogous to the previous
arguments, consider a sequence of consumption choices Cy, C1, Cs, ... that is
optimal for individual 7 at 7 = 0. Clearly: U;—SR) = % + D a0 0°u(Cy) <

Uio

%(jo) + 500 0°u(C) < T where the weak inequality arises because individ-
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ual j might choose an even better sequence. This establishes the result for
naives.
For sophisticates, we cannot use the same argument as they play a game
rather than face an optimally chosen sequence, so in particular the last inequal-
ity of the previous argument is not obvious. So here we exploit brute-force the
closed-form expression ;U - (R) /Ui (R) = B;6! [1 — (1 — B;)6(1 — o) = (1 = X\,) =7~

when individuals save at rate \;, where we suppressed the person index on the

1

right hand side for notational simplicity (see Laibson (1996), equation (29)
for U, p, and for U;; use the same equation but omit the present-bias). We
will simply take comparative statics with respect to 3; directly, and indirectly
through the change in ;. Clearly the first is positive. For the second, since );
is increasing in f3;, we have to show that the expression 7, », T, - is increasing
in )\;. This holds if (1 — X\)'7* is increasing in A, or equivalently if p > 1. This

completes the proof of Proposition 2.

A.6 Proof of Proposition 3

We want to show the following: Consider an infinitely-lived naive hyperbolic
discounters with discount factors v;,, = 8 7 if 7 > 0 and 70, = £;0! oth-
erwise, who has a time-varying income stream y;;. She can save at person-
specific interest rate 7 in any period after winning our lottery and at rate 7;
otherwise. Fix any distance d, and fix a different infinitely lived naive hyper-
bolic discounter j. For R sufficiently large, there exists an open ball of winning
probability around zero e, such that for 7 > 0: v, — &,/ Ert < d for each
individual k£ € i,j. Moreover, if both individuals are otherwise identical ex-
cept for their short-run discount factors v; 0, and 7,0 and their usual interest
rates 7; and 7;, then the probability ratio ranks correctly also relative to their
short-run discount factor (i.e., if v;0: < vj0, then e;/e}, < e /e},).

To show this, write agent k& € {i,j}’s problem in period ¢ > 0 with net
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present value W in the absence of our lottery as:

U s (W) = maxug(c) + 6 Uy (W)
st. W =({0+u)(W —c¢)
W' > 0.

Note that it is independent of the exact time period ¢. In case t = 0 it is

Uk,()(W, L) = méax uk(c) + ﬁk(SkUk7+(W/>
st. W=(040)(W-c¢)
W' > 0.

Let Wi = >, yks/(1 4+ tx)® be the net present value of person k’s income
stream when discounted at rate ¢;. From this initial net present value, de-
note by Cjo,Cr1,Ckya,... the sequence of consumption choices that maxi-
mize this recursive program. Standard arguments for such a simple recur-
sive problem establish that Uy 4 (-) and Uy(-) are strictly increasing, concave
and differentiable. For ease of exposition write with slight abuse of notation
Ukt(+) := Ug+(-) when ¢ > 0, even though the only variation in the continua-
tion utility arises relative to time zero.

The ex-ante problem at time zero with a lottery that additionally pays R
with probability € at time ¢ > 0 is then

t
max u(co) + B; Y Spun(cs) + Bis[(1 — ) Uke(W', 1a) + eUke(W' + R, 1))

C0,C15--,Ct—1
s=1

st W =Wil+u) =) e(l+u)™

Call the value of this program U (Wy, R, €,t). Clearly Cy o, Ck, ..., C—1 de-
fined above are maximizers of this program when ¢ = 0, and we can write
Wi =Wi(1+u) - S Crs(1+14)t* for the net present value from period
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t onward given this consumption path. If the lottery is already at time time
zero we have simply Uy, (Wy, R, €,0) = (1 — €)Upo(Wy, tx) + €U o(Wy + R, 1E).
The envelop theorem (e.g., Theorem 7, Morand et al. (2015))?! establishes:

duk(Wk7 R7 €, t)
de

= Upe(Wiy + R, 1) — U e(W s 11)-
e=0
That is, the (right-)derivative with respect to the winning probability can be
computed as if the actual choices of consumption are unchanged. Therefore,

we can write as first order Taylor approximation
u]f(Wk? R7 €, t) = Z/{k(Wk, R7 07 t) + e[Uk,t(WIQ,t + R? Léj) - Uk,t(ng,t? Lk‘)] + O<€2)7

where O(e?) is the Bachmann-Landau notation for a function that vanishes at
least at quadratic order when epsilon tends to zero, and W,gyt is the continuation
net present value under the original consumption plan as defined above.
Recall that our elicitation method fixes an early winning probability €, at
time 7 and elicits the winning probability €; , at time ¢ that makes person k
indifferent, i.e., such that Uy(Wh, R, €, 7) = U(W, R, €}, ,,t). By the previous
argument, for e, close to zero this implies that €¢*k,t has to be close to zero,

and by the previous approximation this indifference be written as
er[Unr(Wir + Ry i) = Unr (Wi oy t)] = €54 [Unt (Wi + Ry 1) = Us e (Wi, 1))

This means that we can use the indifference condition approximately as if the
person had a fixed consumption stream C}, o, C 1, .... in the absence of a lottery
win when the winning probability is small. All remaining arguments proceed
along the lines of the proof for Proposition 2. This concludes the proof of

Proposition 3.

21This particular envelop theorem is designed to accommodate parameters at the bound-
ary of the domain; in our case: evaluation of the derivative at e = 0.
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B Online Appendix: Additional Material on the

Validation Experiment

B.1 Additional figures/tables

Table 8: Regression MLL estimates on coarse CBS estimates

Wave 1 Wave 2 Wave 1 Wave 2

(1) (2) (3) (4)
Delta (MLL) Delta (MLL) Beta (MLL) Beta (MLL)

Delta (CBS, coarse) 0.383* 0.901%***
(0.221) (0.333)
Beta (CBS, coarse) 0.191 0.388%**
(0.138) (0.179)
Constant 0.476** -0.043 0.789%#* 0.630%**
(0.198) (0.299) (0.135) (0.173)
N 108 105 104 102

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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Figure 2: Average responses
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Figure 3: Wave 1: Distributions of preference parameters estimated at the
individual level

(a) Distribution of ¢’s: CBS (b) Distribution of §’s: MLL
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Table 9: Regression MLL estimates on coarse CBS estimates by in-
come/expenditure shocks (Delta)

Wave 1 Wave 2
1) @) 3
No Shock  Shock  No Shock  Shock
Delta (CBS, coarse)  0.991** 0.168 1.494%%  (.641
(0.407) (0.260) (0.586)  (0.416)

Constant -0.086 0.672%** -0.581 0.191
(0.362)  (0.233)  (0.529)  (0.370)
N 17 89 50 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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Figure 4: Wave 2: Distributions of preference parameters estimated at the
individual level

(a) Distribution of ¢’s: CBS (b) Distribution of §’s: MLL
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Table 10: Regression MLL estimates on coarse CBS estimates by in-
come/expenditure shocks (Beta)

Wave 1 Wave 2
(1) (2) (3) (4)
No Shock  Shock  No Shock  Shock
Beta (CBS, coarse)  0.210 0.165 0.696** 0.103
(0.161) (0.171) (0.290) (0.212)

Constant 0.766***  (.815*** 0.378 0.864***
(0.158)  (0.167)  (0.280)  (0.203)
N 17 85 47 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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B.2 Details on Hypothesis 2

If the only difference between Wave 1 and Wave 2 is the Christmas shock, we
expected the following.

Hypothesis 2: We expect a stronger present bias (lower ) in Wave 1 com-
pared to Wave 2 when measured via CBS. We do not expect this measure to

differ across both samples when measured via MLL.

As discussed in the main body, unfortunately differences across observables
(age, gender and country of origin, see Table 2) make it unlikely that the
premise is satisfied. To deal with these compositional differences, we present
tests of Hypothesis 2 with and without controlling for these observed differ-
ences. We can, however, not exclude that in addition to the three observed
variables, substantial differences exist on unobserved dimensions. Such differ-
ences render conclusions regarding Hypothesis 2 fairly unreliable.

We perform a one-sided t-test for equality of 5 between Wave 1 and Wave
2, both for the CBS and the MLL estimates. For CBS we do find that the
mean [ estimate is slightly lower in Wave 1 (0.988) than in Wave 2 (0.997),
but the difference is not statistically significant. For MLL we find a difference
in the same direction: 0.967 in Wave 1 and 1.002 in Wave 2 (with one-sided
p-value of 0.087)

Alternatively we can count the share of present-biased classified individuals
(those with § < 1). The CBS method (coarse) yields 28% (Wave 1) and
30% (Wave 2), and a one-sided test for more present bias in Wave 1 fails to
reject the null (p-value = 0.40). MLL yields 39% (Wave 1) and 31% (Wave
2) present-biased individuals and also here a one-sided test does not reject
equality (p-value = 0.12). Thus, counting present-biased individuals fails to
identify significant differences between waves, both for the CBS and for MLL
methodology.

These results are likely confounded, at least partly, by the differences in
samples between Wave 1 and 2. We proceed by performing the same tests,

controlling for observed differences in age, gender and country of origin. To
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those means, we estimate the following equation, where we pool all observation
from the two waves together:

0P = o+ Ylwave2 + BXi + & (13)
And identical for the MLL estimates. Results are shown in Table 11, where the
model is estimated with and without control variables. First, we find some evi-
dence that individual characteristics are predictive of the estimated preference
parameters, although most coefficients are not statistically significant. Con-
trolling for these characteristics has some impact on the differences between
waves. For MLL (columns 3 and 4, first row), there is a small difference, which
becomes slightly larger when adding controls. Using a one-sided test, these
differences are statistically significant (at the 10% level). For CBS (columns 1
and 2), the wave-difference is not significant, but it does change when adding
controls: after adding controls the difference is quite similar to the difference in
the MLL results. We conclude that it seems likely that unobserved differences

exist as well, rendering conclusions regarding hypothesis 2 less reliable.
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Table 11: Regressions estimates with controls

CBS (ﬁCBS) MLL (5MLL)

“ @ B @

Wave 2 0.0086 0.032 0.035 0.043
(0.032) (0.034) (0.026) (0.028)

Age 20-21 -0.065 -0.026
(0.040) (0.033)

Age 22-30 -0.084 -0.10*
(0.071) (0.059)

Male -0.051 -0.011
(0.036) (0.029)

Netherlands -0.036 -0.048
(0.093) (0.071)

FEuropean -0.037 -0.12
(0.12) (0.091)
Log(Income) -0.016 -0.0080
(0.020) (0.016)
Constant 0.99%** 1. 17F%*  (.97*¥** 1 08%F**
(0.023)  (0.16) (0.018)  (0.13)

P-val 1-sided test Wave 2 0.39 0.17 0.087 0.059

N 216 213 216 213
r2 0.00034  0.039 0.0086 0.040

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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C Online Appendix: Parameter Estimation and

Additional Empirical Robustness Analysis

C.1 Parameter estimation: CBS and MLL

Andreoni and Sprenger (2012) show that time preference parameters are re-
lated to the token choices in CBS questions as follows:
C — Wy Ing Ind 1

1 = 21, ke
n(ct+k—w2) a—1 t70+a—1 +a—1

“In(1+7)

Where ¢; and ¢,y are chosen amounts in the early period ¢ and the future
period t + k, respectively. The additional utility parameters w; and w, can be

interpreted as background consumption. Running a simple regression:

G —w
In(——) = 91 Dyg + ok + v3 In(1 + 1) (14)

Cik — W2

we obtain estimates that can be translated into parameters of interest (, ., 5):

N 1
o = — + 1
V3
2 Yo
0 = exXpl—
)
5 N
B = exp()
V3

(15)

Since we observe ¢; and ¢;yx, but not w; and ws, we opt for setting them equal
to the monthly income as self-reported by participants in the experiment. We
follow AS and estimate (14) using two-sided Tobit to take the bounds for
the left-hand-side into account.?? This requires at least two interior choices
per individual. For more than half of the sample this works, while we use
OLS for about one-third (as AS do in the analysis in their appendix Table

22The bounds are set at the individual level, with the lower bound being In (ﬁ) and

the upper bound being In (4=22)

0—0.12
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A4). Almost all of the remaining individuals put 100% of their tokens on
the patient chose, making a point estimate of the discount factor impossible.
Rather than excluding them we include them and assign 6 = g = 1, which
seems reasonable given their extreme patience.

The MLL questions are equivalent to the multiple price list methodology,
in the sense that the switching point identifies an individual’s discount rate

(or a discount rate range). AS define the discount rate by

&)

where X is the early amount (always 5), Y the later-payment at the switch-
ing point (6-10) and k is the interval (days between early and later). This
approach implies that within the identified interval for the discount factor, the
most “patient” value is picked. We pick the mid-point of the interval instead
(both approaches are common in the literature). This only works for individ-
uals with a unique switching point, but our sample is remarkably consistent:
only in 2 out of 436 blocks in Wave 1, and 3 out of 403 blocks in Wave 2 there
are multiple switching points (these participants are excluded). The long-term
discount factor ¢ is identified from the long-run choices (where early is 8 weeks
from now), while g follows from the ratio between future discounting and im-
mediate discounting. Histograms of the estimated preference parameters are
presented in Figures 3 and 4 in the main paper (left panels for CBS and right
panels for MLL).
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C.2 Robustness analysis including 14-week interval ques-

tions for MLL estimation

In our baseline results we estimate preference parameters using only the 5-week
interval MLL questions. That is, our estimate for the long-run discount factor
0 follows from the switching point in the 8-week vs 13-week questions, while
our short-run discount factor follows from the immediate vs 5-week questions.
[ is the ratio between the two. This approach is standard in the literature
and requires few specification choices.

Since we also included questions with 14-week delays (8-weeks vs 22-weeks
and immediate vs 14-weeks), we can essentially obtain two measures for the
long-run and short-run discount factors. Since each measure identifies an inter-
val rather than a point estimate, the overlap in the two interval might provide
a more precise estimate. On the other hand, the two measures might produce
non-overlapping intervals.

As a robustness check we reproduce our main results using MLL estimates
based on midpoint of the overlap in identified intervals. In case of no overlap,
we pick the midpoint between the intervals.

Results are presented in Table 12
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Table 12: Regression MLL on CBS: Robustness analysis using MLL estimates
from two intervals

Wave 1 Wave 2 Wave 1 Wave 2
(1) (2) (3) (4)
Delta (MLL) Delta (MLL) Beta (MLL) Beta (MLL)
Delta (CBS)  0.323%%% 0.772%%*
(0.120) (0.111)
Beta (CBS) 0.123 0.169
(0.108) (0.104)
Constant 0.559%** 0.127 0.8927%** 0.8997***
(0.111) (0.102) (0.109) (0.107)
N 107 100 107 100

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

Table 13: Robustness analysis: Regression MLL estimates on CBS estimates
by income/expenditure shocks (Delta)

Wave 1 Wave 2
1) (2) (3) (4)
No Shock  Shock  No Shock  Shock
Delta (CBS)  1.108%*** 0.204 0.979*%**  0.640***
(0.352) (0.130) (0.160) (0.155)

Constant -0.146  0.671%%*  -0.068  0.250%
(0.311)  (0.120)  (0.150)  (0.142)
N 17 88 48 52

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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Table 14: Robustness analysis: Regression MLL estimates on CBS estimates
by income/expenditure shocks (Beta)

Wave 1 Wave 2
(1) (2) (3) (4)
No Shock  Shock  No Shock  Shock
Beta (CBS) 0.173 0.113 0.095 0.605%*
(0.186) (0.126) (0.116) (0.283)

Constant ~ 0.837%%%  0.903%%*  1.000%%*  (0.458
(0.194)  (0.126)  (0.127)  (0.274)
N 17 88 8 52

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

C.3 Robustness analysis using ranks

As an alternative to regressing SMLL o §OBS , we could instead compute the
relative rank of the estimates within Wave and method and use these in re-
gression. We transform the ranks to percentiles (ranging 0 to 1) and assign
average ranks to ties (which occur a lot in MLL). Below are the regression
results from a rank-rank regression.

They support the baseline results: coefficients are generally larger and
statistically significant in Wave 2 and for individuals without financial shocks.

Coefficients for § are smaller in general (as is the case in the baseline).
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Table 15: Regression MLL on CBS

Wave 1 Wave 2 Wave 1 Wave 2

(1) (2) (3) (4)
Rank(delta, MLL) Rank(delta, MLL) Rank(beta, MLL) Rank(beta, ML

Rank(delta, CBS) 0.214%* 0.3617%*%
(0.085) (0.088)
Rank(beta, CBS) 0.162* 0.299%4%*
(0.091) (0.089)
Constant 0.393%** 0.325%#% 0.419%** 0.356%+%*
(0.049) (0.050) (0.053) (0.051)
N 108 105 108 105

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01

Table 16: Delta associations by financial shocks

Wave 1 Wave 2
(1) (2) (3) (4)
No Shock  Shock  No Shock  Shock
Rank(delta, CBS)  0.788%** 0.139 0.561*** 0.230%*
(0.216) (0.093) (0.131) (0.118)

Constant 0.160 0.438*%**  (.213***  (.392%**
(0.092)  (0.056)  (0.077)  (0.066)
N 17 89 50 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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Table 17: Beta associations by financial shocks

Wave 1 Wave 2

(1) (2) (3) (4)
No Shock  Shock  No Shock  Shock

Rank(beta, CBS)  0.090 0.159  0.363%**  0.203
(0.144)  (0.106)  (0.116)  (0.137)

Constant 0.482%FF%F  0.414%FF  (.361%FF  0.367F
(0.089)  (0.060)  (0.070)  (0.074)
N 17 89 50 55

Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
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