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Abstract

We introduce a family of values for TU-games that offers a compromise between

the proportional and equal division values. Each value, called an α-mollified value, is

obtained in two steps. First, a linear function with respect to the worths of all coali-

tions is defined which associates a real number to every TU-game. Second, the weight

assigned by this function is used to weigh proportionality and equality principles in

allocating the worth of the grand coalition. We provide an axiomatic characterization

of this family, and show that this family contains the affine combinations of the equal

division value and the equal surplus division value as the only linear values. Further,

we identify the proportional division value and the affine combinations of the equal

division value and the equal surplus division value as those members of this family,

that satisfy projection consistency. Besides, we provide a procedural implementation

of each single value in this family.
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1 Introduction

A situation in which players can generate certain worths from cooperation can be described

by a cooperative game with transferable utility, or simply a TU-game or a game . It consists

of a set of players and a characteristic function that specifies a worth for each coalition of

players. The central question is how to allocate the worth of the grand coalition (consisting

of all players) over the individual players. Undoubtedly, an extreme egalitarian value is the

equal division value (characterized in van den Brink (2007)), which allocates the total worth

equally among all players. As an alternative to this equality principle, the proportional

division value (Zou et al., 2019) relies on the proportionality principle: it gives payoffs in

proportion to players’ stand-alone worth.

Proportionality and equality are fundamental principles in various allocation problems.

Specifically, in bankruptcy problems where the available amount of a resource that is to

be allocated is not enough to honor all players’ claims on it, a pioneering work was done

by O’Neill (1982) which shows that the proportional and equal rules are two prominent

concepts both in practice and in the theory. Subsequently, some research has focused on

comparing and characterizing different ways of compromising between the proportional and

equal rules for bankruptcy problems and other related problems. The reader is referred

to Moulin (1987); Giménez-Gómez and Peris (2014); Thomson (2015b), and to Thomson

(2003, 2015a) for overviews of this literature. As shown in O’Neill (1982), a bankruptcy

problem can be modeled as a TU-game. However, the sizable literature does not touch

the issue of generalizing values that compromise between proportionality and equality

principles for general TU-games.

In this paper, we introduce a family of values for TU-games that offers a simple yet

flexible compromise between proportionality and equality principles. Our values, which

we call α-mollified values, contain convex combinations of the equal division value and

the proportional division value1 introduced in Moulin (1987) for a special type of game.

Specifically, the α-mollified value determines the payoff allocation in two steps. First, an

initial share of the worth of the grand coalition is determined by a linear function with

respect to the worths of all coalitions. Second, this initial share is allocated over the players

in proportion to their stand-alone worth, and the residual of the worth of the grand coalition

1The equal division value and the proportional division value are, respectively, called the equal sharing

rule and the proportional sharing rule in Moulin (1987).
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is split equally over all players. This value reduces to the equal or proportional division

value when the initial share is zero or the worth of the grand coalition, respectively. After

introducing these values, we first provide an axiomatization of the family of α-mollified

values, as well as for affine combinations of the equal division value and the equal surplus

division value (Driessen and Funaki, 1991).

Our second result identifies which members of our family satisfy projection consistency

(see, e.g., Funaki and Yamato (2001); van den Brink and Funaki (2009); van den Brink et

al. (2016) and Calleja and Llerena (2019)). The consistency principle has been successfully

applied to characterize a wide variety of value concepts for TU-games. Given a payoff

vector for some initial game, and given a subgroup of players, a so-called reduced game

among these players is constructed where the worth of a coalition of remaining players

depends on what they can earn with leaving players, but also taking account of the payoffs

assigned to the leaving players. A value is consistent if it selects the same payoff allocation

for any reduced game as for the initial game. Different values satisfy different reduced

game consistency properties, where the difference is with respect to the way the reduced

game is defined. In the literature, various consistency properties are applied, using different

reduced games, which together with some properties characterize a unique point-valued or

set-valued solution. Some of the contributions on various solutions can be found in, e.g.,

Hart and Mas-Colell (1989); van den Brink and Funaki (2009); van den Brink et al. (2016);

Calleja and Llerena (2017, 2019), and the surveys of Driessen (1991) and Thomson (2011).2

Instead of characterizing a unique value among all values, in this paper we use consis-

tency to identify a subclass of values from our class of α-mollified values. More precisely,

we focus on projection consistency exerting on a generalization of the α-mollified values in

which the initial share is measured as a general (possibly asymmetric) linear function with

respect to the worths of all coalitions. As it turns out, projection consistency singles out

either the proportional division value, or an egalitarian value (being affine combination of

the equal division value and the equal surplus division value). This result, obtained from

our novel analytical approach, provides an advantage of the proportional division value

and egalitarian values above other α-mollified (generalized) values. That is, through the

2In contrast to the remarkable research on characterizing values, there are relatively few, yet significant

works on constructing consistent extensions of two-claimant rules, in the context of claims problems. Such

works mainly focus on identifying which members of the two-claimant family can be generalized to general

populations by requiring consistency; we refer to Thomson (2008, 2013, 2015b, 2019).
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α-mollified values depending on all coalition worths, projection consistency just singles out

these special cases.

Besides an axiomatic approach, we also provide a procedural implementation of the α-

mollified values by designing a dynamic allocation process based on a one-by-one formation

of the grand coalition, which is similar to that of the weighted ENSC value in Hou et al.

(2019).

This paper is organized as follows. Section 2 provides basic definitions and notation.

Section 3 introduces the concept of the α-mollified value. Section 4 provides an axiomatza-

tion of the class of α-mollified values. In Section 5, we focus on projection consistency

exerting on our family. Section 6 gives a procedural implementation. Section 7 concludes.

The proofs are provided in Section 8.

2 Basic definitions and notation

Let N = {1, 2, . . . , n} be a finite set of players and 2N = {S | S ⊆ N} be the set of

its coalitions. For each coalition S ⊆ N , its cardinality will be denoted by |S| or s. A

cooperative game with transferable utility, shortly a TU-game or a game, is a pair (N, v)

where N is a set of players and v : 2N → R is a characteristic function that assigns a real

number v(S) to each coalition S ⊆ N , satisfying v(∅) = 0. The class of games with player

set N is denoted by GN . We denote the set of positive real numbers by R+.

Following Béal et al. (2018), a game (N, v) is individually positive if v({i}) > 0 for all

i ∈ N , and individually negative if v({i}) < 0 for all i ∈ N . Béal et al. (2018) also provide

many applications of this restrictive class of TU-games. Let GNnz+ and GNnz− denote the

classes of individually positive and individually negative games on a given player set N ,

respectively. We denote by GNnz the union of GNnz+ and GNnz−, and by Gnz the class of such

games with at least two players, i.e. Gnz = {(N, v) | |N | ≥ 2 and [v({i}) > 0 for all i ∈
N, or v({i}) < 0 for all i ∈ N ]}. Besides, GND denotes the class {(N, v) ∈ GNnz | v({i}) 6=
v({j}) for some i, j ∈ N}.

Given (N, v), (N,w) ∈ GN and a, b ∈ R, the game (N, av + bw) ∈ GN is defined by

(av+ bw)(S) = av(S)+ bw(S) for all S ⊆ N . A permutation of N is a bijection π : N → N

where π(i) = k indicates that player i has the kth position. We denote Π(N) as the set

of all the n! permutations of N . For a game (N, v) ∈ GN and permutation π ∈ Π(N), the

game (N, πv) is given by πv(S) = v({π(i) | π(i) ∈ S}) for all S ⊆ N .
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A (point-valued) solution or a value on a class of TU-games C ⊆ Gnz is a function ψ

that assigns a single payoff vector ψ(N, v) ∈ RN to every game (N, v) ∈ C. We recall some

well-known values.

The equal division (ED) value on C ⊆ Gnz is defined for all (N, v) ∈ C and i ∈ N by

EDi(N, v) =
1

n
v(N).

The equal surplus division (ESD) value (also known as Center-of-the-imputation-set

(CIS)-value, see Driessen and Funaki (1991)) on C ⊆ Gnz is defined for all (N, v) ∈ C and

i ∈ N by

ESDi(N, v) = v({i}) +
1

n
[v(N)−

∑
j∈N

v({j})].

The proportional division (PD) value on C ⊆ Gnz is defined for all (N, v) ∈ C and i ∈ N
by

PDi(N, v) =
v({i})∑
k∈N v({k})

v(N).

For any real number β ∈ [0, 1], the convex combination of the ED value and PD value

with respect to β, introduced by Moulin (1987) for a special type of game, is defined for

all (N, v) ∈ C and i ∈ N by

ψβi (N, v) = β PDi(N, v) + (1− β)EDi(N, v). (1)

We state some axioms of values for games.

• Efficiency. For all (N, v) ∈ C ⊆ Gnz, it holds that
∑

i∈N ψi(N, v) = v(N).

• Linearity. For all (N, v), (N,w) ∈ C ⊆ Gnz and a, b ∈ R such that (N, av+ bw) ∈ C,
it holds that ψ(N, av + bw) = aψ(N, v) + bψ(N,w).

• Anonymity. For all (N, v) ∈ C ⊆ Gnz, all permutation π : N → N and all i ∈ N
such that (N, πv) ∈ C, it holds that ψi(N, v) = ψπ(i)(N, πv).

• Continuity. For all sequences of games {(N,wk)} of elements of C ⊆ Gnz and every

game (N, v) ∈ C such that (N,wk)→ (N, v), it holds that lim
k→∞

ψ(N,wk) = ψ(N, v).

• Weak additivity. For all (N, v), (N,w) ∈ C ⊆ Gnz such that there exists c ∈ R with

w({i}) = cv({i}) for all i ∈ N , if (N, v+w) ∈ C then ψ(N, v+w) = ψ(N, v)+ψ(N,w).
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Efficiency, linearity and anonymity are well-known. Continuity states that small changes

in the parameters of the game do not bring big jumps in the payoffs. Weak additivity, pro-

posed by Besner (2019), states that when taking the sum of two games, where the ratio

between the stand-alone worths is the same in both games, the payoff vector equals the

sum of the payoff vectors of the two separate games. This axiom weakens the weak linearity

axiom in Béal et al. (2018) as well as the usual additivity.

3 Compromising between the proportional and equal

division values

We generalize Formula (1) for TU-games by defining a new value, called α-mollified value,

that not only adopts the proportional and equal division principles, but also takes into

account the worths of all coalitions.

Definition 1. Take a collection of parameters αns ∈ R for any n ∈ N and s ≤ n. Let

α(N, v) =
∑
S⊆N

α
|N |
|S| v(S) be a linear function depending on the numbers α

|N |
|S| ∈ R and

(N, v). The α-mollified value on C ⊆ Gnz is defined for all (N, v) ∈ C and i ∈ N , by

ψ
α(N,v)
i (N, v) =

v({i})∑
k∈N v({k})

α(N, v) +
1

n

(
v(N)− α(N, v)

)
. (2)

Dutta and Ray (1989) argue that all coalitions should be considered when formulating

an (egalitarian) allocation in a TU-game. This is clearly not the case when one considers the

equal or proportional division value, or any convex combination of them. However, since

the linear function α used to define an α-mollified value depends on all coalition worths, the

payoff allocation according to an α-mollified value might depend on all coalition worths.

The idea of assigning numbers to TU-games, as done by the linear function α is similar to

Hart and Mas-Colell (1989) who associate a real number with a TU-game, called potential,

that is the expected normalized worth, being a linear function with respect to the worths

of all coalitions. Casajus (2014) shows that the potential is the expected worth generated

by some natural random partition of the player set.

If there is no ambiguity, we use ψα(N, v) instead of ψα(N,v)(N, v).

Remark 1. Various functions α(N, v) give rise to various values. Some examples are the

following:
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(i) The ED value is obtained when α(N, v) = 0.

(ii) The ESD value is obtained when α(N, v) =
∑

k∈N v({k}).

(iii) The PD value is obtained when α(N, v) = v(N).

(iv) The family of affine combinations of the ESD value and ED value, i.e. ψ = βESD+

(1− β)ED, is obtained when α(N, v) = β
∑

k∈N v({k}), β ∈ R.

(v) The family of affine combinations of the PD value and ED value, i.e. ψ = βPD +

(1− β)ED, is obtained when α(N, v) = βv(N), β ∈ R.

(vi) The family of affine combinations of the PD value and ESD value, i.e. ψ = βPD +

(1− β)ESD, is obtained when α(N, v) = βv(N) + (1− β)
∑

k∈N v({k}), β ∈ R.

(vii) The egalitarian proportional surplus division value (Zou et al., 2020) given by

EPSDi(N, v) =
1

n

∑
k∈N

v({k}) +
v({i})∑
k∈N v({k})

[v(N)−
∑
k∈N

v({k})]

is obtained when α(N, v) = v(N)−
∑

k∈N v({k}).

4 Axiomatization of the family of α-mollified values

There are several approaches to justify values for TU-games. Two of these approaches are

axiomatization and providing a dynamic process. In this section, we provide an axioma-

tization for the family of α-mollified values, as well as for affine combinations of the ESD

and ED values.

In order to characterize the family of α-mollified values, we consider the following

axioms. First, the balanced loss property states that the ratio of the difference of the

payoffs of any two players over the difference of their stand-alone worths is equal for any

pair of players. To avoid dividing by zero, we formulate this axiom as follows.

• Balanced loss property. For any (N, v) ∈ Gnz with N ≥ 3 and any i, j, k ∈ N ,

(ψi(N, v)−ψj(N, v))(v({i})−v({k})) = (ψi(N, v)−ψk(N, v))(v({i})− v({j})). (3)
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For any game (N, v) ∈ GND , and players i, j, h ∈ N with v({i}) 6= v({j}) and v({i}) 6=
v({k}), (3) can be written as

ψi(N, v)− ψj(N, v)

v({i})− v({j})
=
ψi(N, v)− ψk(N, v)

v({i})− v({k})
,

where the denominators are nonzero for all (N, v) ∈ GND .

Under efficiency and continuity, the balanced loss property characterizes the following

family of values.

Proposition 1. Let |N | ≥ 3. A value ψ on GNnz satisfies efficiency, the balanced loss

property, and continuity if and only if there exists a continuous function g : GNnz → R such

that

ψi(N, v) =
v(N)

n
+ g(N, v)[v({i})− 1

n

∑
k∈N

v({k})], (4)

for all (N, v) ∈ GNnz and i ∈ N .

The proof of Proposition 1 and of all other results can be found in Section 8.

Remark 2. Proposition 1 still holds if the domain GNnz is replaced by GNnz+ or GNnz−, as

follows from the proof of this proposition.

Among the values characterized in Proposition 1, only affine combinations of the ESD

value and the ED value satisfy the linearity axiom. As shown below, continuity is super-

fluous in this characterization result.

Theorem 1. Let |N | ≥ 3. A value ψ on GNnz satisfies efficiency, the balanced loss property,

and linearity if and only if there is β ∈ R such that

ψi(N, v) = βv({i}) +
1

n
[v(N)−

∑
k∈N

βv({k})], (5)

for all (N, v) ∈ GNnz and i ∈ N .

To characterize the family of α-mollified values on GNnz+ or GNnz−, we add the following

axiom. No advantageous reallocation across individuals (Moulin, 1987) states that no group

of players benefits if reallocating their stand-alone worths among themselves is allowed. All

efficient linear and symmetric values satisfy this axiom. Making use of a similar axiom,

Ertemel and Kumar (2018) characterize an extension of the proportional rule for rationing

problems, which is similar to our α-mollified value in that context.
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• No advantageous reallocation across individuals. For all (N, v), (N,w) ∈
C ⊆ Gnz and T ⊆ N such that (i) v(S) = w(S) for all S ⊆ N with |S| ≥ 2, (ii)

v({i}) = w({i}) for all i ∈ N\T , and (iii)
∑

i∈T v({i}) =
∑

i∈T w({i}), it holds that∑
i∈T ψi(N, v) =

∑
i∈T ψi(N,w).

This axiom characterizes the family of α-mollified values together with weak additivity,

anonymity, and the axioms in Proposition 1.

Theorem 2. Let |N | ≥ 3. A value ψ on GNnz+ (respectively GNnz−) satisfies efficiency,

the balanced loss property, continuity, weak additivity, anonymity, and no advantageous

reallocation across individuals if and only if ψ belongs to the family of α-mollified values.

Again, the proof can be found in Section 8.

Remark 3. If weak additivity is replaced by weak linearity, then the coefficient α
|N |
|S| for

each S ⊆ N in (2) must be the same on GNnz+ and GNnz−, and thus in this case the domain

in Theorem 2 can be extended to the class GNnz. Together with Theorem 1, we conclude

that the affine combinations of the ESD value and the ED value are the only linear values

in the family of α-mollified values on GNnz.

Logical independence of the axioms in Theorem 2 can be shown by the following alter-

native values on GNnz+ (or GNnz−):

(i) The value defined by ψi(N, v) = 0 for all i ∈ N satisfies all axioms except efficiency.

(ii) The value defined by

ψi(N, v) =
v(N)

n
+

∑
S⊆N :i∈S,|S|≥2

v(S)− 1

n

∑
S⊆N :|S|≥2

|S|v(S), for all i ∈ N,

satisfies all axioms except the balanced loss property.

(iii) Let f̂ : R2n−n−1 → R be a discontinuous additive function3 with respect to all v(S),

S ⊆ N, |S| ≥ 2. The value defined by

ψi(N, v) =
v(N)

n
+ f̂(N, v)

(
v({i})∑
k∈N v({k})

− 1

n

)
, for all i ∈ N,

3The existence of discontinuous additive functions was an open problem for many years. Mathematicians

could neither prove that every additive function is continuous nor exhibit an example of a discontinuous

additive function. Hamel (1905) first succeeded in proving that there exist discontinuous additive functions.

No concrete example is known, but we only know that it exists; we refer to (pp.129-130, Kuczma (2009))

and (pp.9-13, Sahoo and Kannappan (2011)).
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satisfies all axioms except continuity.

(iv) The value defined by

ψi(N, v) =
v(N)

n
+

v({i})∑
k∈N v({k})

− 1

n
, for all i ∈ N,

satisfies all axioms except weak additivity.

(v) Let {αNS | S ⊆ N, |S| ≥ 2} be a collection of real numbers such that αNT 6= αNK for

some T,K ⊆ N with |T | = |K|. The value defined by

ψi(N, v) =
v(N)

n
+

∑
S⊆N :|S|≥2

αNS v(S)

(
v({i})∑
k∈N v({k})

− 1

n

)
, for all i ∈ N,

satisfies all axioms except anonymity.

(vi) The value defined by

ψi(N, v) =
v(N)

n
+

∑
k∈N(v({k}))2∑
k∈N v({k})

(
v({i})∑
k∈N v({k})

− 1

n

)
, for all i ∈ N,

satisfies all axioms except no advantageous reallocation across individuals.

5 Consistency

It is shown that the affine combinations of the ED and ESD values can be characterized

using projection consistency by van den Brink et al. (2016). Zou et al. (2019) use projection

consistency to characterize the PD value. Several values satisfy projection consistency, see,

e.g., Funaki and Yamato (2001); Calleja and Llerena (2017, 2019). However, we show that

the only α-mollified values that satisfy projection consistency are the PD value and affine

combinations of the ED and ESD values.

We recall the definitions of the projection reduced game and projection consistency used

in van den Brink and Funaki (2009) and van den Brink et al. (2016). If a player j ∈ N
leaves game (N, v) with a certain payoff, then the projection reduced game is a game on

the remaining player set that assigns to coalition N \ {j} its worth in (N, v) minus the

payoff assigned to player j, and assigns to every proper subset of N \ {j} its worth in the

original game.
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Definition 2. Given a game (N, v) ∈ Gnz with |N | ≥ 2, a player j ∈ N and a payoff vector

x ∈ RN , the projection reduced game with respect to j and x is the game (N\{j}, vx) given

by

vx(S) =

v(N)− xj if S = N\{j},

v(S) if S ⊂ N\{j}.

Projection consistency requires that the payoffs assigned to the remaining players in

N \ {j} in the reduced game, after player j leaving the game with its payoff according to

a value ψ, is the same as in the original game.

Definition 3. A value ψ satisfies projection consistency if for every game (N, v) ∈ Gnz with

|N | ≥ 3, j ∈ N , and x = ψ(N, v), it holds that (N\{j}, vx) ∈ Gnz, and ψi(N\{j}, vx) =

ψi(N, v) for all i ∈ N\{j}.

Consistency is usually applied together with some properties to characterize a unique

value on a class of games. Instead, the following theorem uses the consistency principle

to select specific values from the family of α-mollified values (and thus implicitly assumes

properties that characterize this family in Theorem 2).

Theorem 3. Let ψα on Gnz be an α-mollified value. Then ψα satisfies projection consis-

tency if and only if ψα = PD or ψα = βESD + (1− β)ED, where β ∈ R.

Although we can give a direct proof of this theorem, it follows as a corollary from the

following theorem using a class of values containing the α-mollified values. The difference

is that in defining the linear functions α(N, v), we allow that coalitions of the same size

are assigned a different weight by the function α(N, v).

Definition 4. Take a collection of parameters αNS for any N and S ⊆ N . Let α(N, v) =∑
S⊆N

αNS v(S) be a linear function depending on αNS and (N, v). The α-mollified generalized

value on C ⊆ Gnz is defined for all (N, v) ∈ C and i ∈ N , by

ψ
α(N,v)
i (N, v) =

v({i})∑
k∈N v({k})

α(N, v) +
1

n

(
v(N)− α(N, v)

)
. (6)

Notice that Expression (6) is the same as Expression (2), but we apply a more general

function α(N, v). It turns out that Theorem 3 holds on the larger class of α-mollified

generalized values.
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Theorem 4. Let ψα on Gnz be an α-mollified generalized value. Then ψα satisfies projec-

tion consistency if and only if ψα = PD or ψα = βESD + (1− β)ED, where β ∈ R.

As mentioned before, the family of α-mollified values is a subfamily of α-mollified

generalized values. Since the resulting values in Theorem 4 are also members in the family

of α-mollified values, we obtain Theorem 3 as a corollary of Theorem 4.

As an implication of Theorem 4, the combinations of the PD value and any value

belonging to {γESD+ (1− γ)ED | γ ∈ R}, such as the value given by (1) with β ∈ (0, 1),

cannot be characterized using projection consistency.

6 Procedural implementation

As mentioned in Section 4, a dynamic process of allocating the attainable worth is another

approach to justify values for TU-games; we refer to Hwang et al. (2005); Malawski (2013);

Wang et al. (2019) and Hou et al. (2019). Under the assumption that all players form the

grand coalition, as is usual in the theory of TU-games, the players then totally allocate the

worth of the grand coalition among themselves. Given a formation order, a player claims

his contribution to the grand coalition when he joins the game, and what’s left is allocated

among the players who have arrived before him. Motivated by this procedure, we give a

procedural implementation of the α-mollified values based on a one-by-one formation of

the grand coalition.

Formally, a unique payoff vector is determined by the following steps:

Step 1: Choose any game (N, v) ∈ GNnz and any permutation π ∈ Π(N) to gradually form

the grand coalition N .

Step 2: Each entering player i ∈ N such that π(i) = 1 receives his individual worth v({i}).

Step 3: Each entering player i ∈ N such that π(i) 6= 1 obtains the fraction v({i})∑
k∈N v({k}) from

the preservated worth α(N, v).

Step 4: The residual v(Siπ) − v(Siπ\{i}) −
v({i})∑

k∈N v({k})α(N, v) after player i joining the

nonempty coalition Siπ \ {i}, Siπ = {j ∈ N | π(j) ≤ π(i)}, is allocated equally

among the members of the coalition that was present before i entered.
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Steps 1–4 determine a payoff vector (ηπ,α)i∈N ∈ RN defined as:

ηπ,αi =



v({i}) +
∑
j∈N :

π(j)>π(i)

v(Sjπ)−v(Sjπ\{j})− v({j})α(N,v)∑
k∈N v({k})

π(j)−1
, if π(i) = 1,

v({i})α(N,v)∑
k∈N v({k}) +

∑
j∈N :

π(j)>π(i)

v(Sjπ)−v(Sjπ\{j})− v({j})α(N,v)∑
k∈N v({k})

π(j)−1
, if π(i) 6= 1, n,

v({i})α(N,v)∑
k∈N v({k}) , if π(i) = n.

(7)

The next theorem shows that averaging the outcome of this procedure over all permu-

tations yields the corresponding α-mollified value. In fact, by the same proof it can be

shown that this holds for any α-mollified generalized value.

Theorem 5. For any (N, v) ∈ GNnz and any linear function α(N, v) =
∑
S⊆N

α
|N |
|S| v(S),

ψαi (N, v) =
1

n!

∑
π∈Π(N)

ηπ,αi , for all i ∈ N,

where ηπ,αi is given by (7).

Again, the proof can be found in Section 8.

Remark 4. Theorem 5 is still valid for games in which the sum of all stand-alone worths is

nonzero. For the procedural implementation, the number v({i})∑
k∈N v({k}) for each i ∈ N can be

considered as an endogenous weight of player i. If this endogenous weight vector is replaced

by an exogenous weight vector (wi)i∈N , i.e. wi ≥ 0 for all i ∈ N and
∑

k∈N wk = 1, then

the expected payoff is given by

ψwi (N, v) = wiα(N, v) +
1

n

(
v(N)− α(N, v)

)
, for all i ∈ N.

7 Conclusion

In this paper, we have introduced a parametric family of values, called α-mollified values,

that allocate the worth of the grand coalition based on proportional and equal division

methods. We have axiomatized this family by employing efficiency, the balanced loss

property, continuity, weak additivity, anonymity, and no advantageous reallocation across

individuals. Moreover, we have provided a novel analytical approach to select the propor-

tional division value and the affine combinations of the equal division value and the equal
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surplus division value from the class of α-mollified values by imposing projection consis-

tency. We did this using a larger class of α-mollified generalized values. Finally, we have

implemented each member of this family based on a one-by-one formation of the grand

coalition.

Proportional and equal division are two famous allocation principles in economics. Be-

sides combining these two principles, α-mollified values also allow that the part of the worth

of the grand coalition to which we apply proportionality, respectively equality, depends on

the worths of all coalitions. Whereas usual proportional and equal division solutions only

take account of the worths of singletons and the grand coalition, the α-mollified values

might thus depend on the worths of all coalitions.4

8 Proofs

Let us denote K(v) =
∑

i∈N v({i}) for any game (N, v). If no ambiguity is possible, we

use K instead of K(v).

Proof of Proposition 1. It is clear that the ‘if’ part is satisfied. To show the ‘only

if’ part, suppose that ψ is a value satisfying efficiency, the balanced loss property, and

continuity. We distinguish the games of GNnz into two cases.

Case (i): (N, v) ∈ GND . Notice that there being some pair of players i, j ∈ N with

v({i}) 6= v({j}), implies that for any i ∈ N , there must be some player j ∈ N such that

v({i}) 6= v({j}). The balanced loss property implies that for all k ∈ N\{i},

(ψi(N, v)− ψj(N, v))(v({i})− v({k})) = (ψi(N, v)− ψk(N, v))(v({i})− v({j})).

Denoting gi(N, v) =
ψi(N,v)−ψj(N,v)

v({i})−v({j}) , the above equation can be written as

ψi(N, v)− ψk(N, v) = gi(N, v)[v({i})− v({k})].

Summing this equality over all k ∈ N\{i}, yields (n− 1)ψi(N, v)−
∑

k∈N\{i} ψk(N, v) =

gi(N, v)[(n− 1)v({i})−
∑

k∈N\{i} v({k})], which can be rewritten as

nψi(N, v)−
∑
k∈N

ψk(N, v) = gi(N, v)[nv({i})−
∑
k∈N

v({k})].

4Other proportional solutions that take the worths of all coalitions into account are the proper Shapley

values (Vorobev and Liapunov, 1998) or the proportional Shapley value (Béal et al., 2018).
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With efficiency,
∑

k∈N ψk(N, v) = v(N), and thus this implies

ψi(N, v) =
v(N)

n
+ gi(N, v)[v({i})− 1

n

∑
k∈N

v({k})]. (8)

Notice that, for every player i in a game (N, v), the number gi(N, v) is determined for a

specific j, but this j can be different for different games (as long as it is a player with a

different stand-alone worth as i.) Next, we show that gi(N, v) = gh(N, v) for all i, h ∈ N .

Let i, h ∈ N be two players such that v({i}) 6= v({h}). Clearly, gi(N, v) = gh(N, v) =
ψi(N,v)−ψh(N,v)
v({i})−v({h}) . For any k ∈ N\{i, h}, it must be that v({k}) 6= v({i}) or v({k}) 6=

v({h}) (or both). Without loss of generality, we assume that v({k}) 6= v({i}). By the

balanced loss property applied to i, h, k ∈ N , we have ψi(N,v)−ψh(N,v)
v({i})−v({h}) = ψi(N,v)−ψk(N,v)

v({i})−v({k}) ,

implying gi(N, v) = gk(N, v).

Setting g(N, v) = gi(N, v) and then substituting it into (8), we obtain (4). Moreover,

continuity implies that g(N, v) is continuous.

Case (ii): (N, v) ∈ GNnz \ GND . In this case, v({i}) = v({j}) for all i, j ∈ N . Let

{(N,wm)} be a sequence of games from GND such that (N,wm)→ (N, v). By continuity

and Case (i),

ψi(N, v) = lim
m→∞

ψi(N,wm)

= lim
m→∞

[v(N)

n
+ g(N,wm)[wm({i})− 1

n

∑
k∈N

wm({k})]
]

=
v(N)

n
+ lim

m→∞
g(N,wm)[wm({i})− 1

n

∑
k∈N

wm({k})]

=
v(N)

n
,

where the last equality follows from the fact that g(N,wm) is a continuous function and,

by (N,wm)→ (N, v) with (N, v) 6∈ GND , lim
m→∞

[wm({i})− 1
n

∑
k∈N wm({k})] = 0. Clearly,

this coincides with (4), for any function g(N, v). Taking g(N, v) = lim
m→∞

g(N,wm) yields

the desired assertion.

Proof of Theorem 1. It is clear that any value of the form given in (5) satisfies the three

axioms. To prove the ‘only if ’ part, suppose that ψ is a value on GNnz satisfying the three

axioms. The proof is divided into three steps.
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Step 1. We show a relationship among the payoffs of three games (N, v), (N, v1),

(N, v2) ∈ GND such that v = v1 + v2. From case (i) of the proof of Proposition 1, efficiency

and the balanced loss property imply that ψ on GND has the form given in (4), but g is not

guaranteed to be continuous. By linearity, we have ψh(N, v1) + ψh(N, v2) = ψh(N, v) for

all h ∈ N . This yields

g(N, v1)[v1({h})− 1

n
K(v1)] + g(N, v2)[v2({h})− 1

n
K(v2)]

=g(N, v)[v({h})− 1

n
K(v)]

=g(N, v)[v1({h}) + v2({h})− 1

n
K(v1)− 1

n
K(v2)].

Denote x = g(N, v) − g(N, v1) and y = g(N, v) − g(N, v2). The above equation can

then be rewritten as

x[v1({h})− 1

n
K(v1)] + y[v2({h})− 1

n
K(v2)] = 0.

Subtracting these equations for any two distinct players h, l ∈ N yields

x[v1({h})− v1({l})] + y[v2({h})− v2({l})] = 0. (9)

Step 2. Next, using (9) we show that g is a constant function on GND . We remark

that we only have to consider the individually positive games, since (N, v) ∈ GND implies

(N,−v) ∈ GND . By (4) applied to (N,−v), we have

ψi(N,−v) =
−v(N)

n
+ g(N,−v)[−v({i}) +

1

n

∑
k∈N

v({k})]

= −[
v(N)

n
+ g(N,−v)[v({i})− 1

n

∑
k∈N

v({k})].

By linearity, ψi(N,−v) = −ψi(N, v). Taking into account the above equation and (4), we

obtain g(N, v) = g(N,−v).

Let (N, v), (N,w) ∈ GND ∩ GNnz+ and i, j ∈ N be such that v({i}) 6= v({j}). Clearly,

there must be a player k ∈ N such that w({k}) 6= w({i}) or w({k}) 6= w({j}). Without

loss of generality, we assume that w({i}) 6= w({k}) for a given k ∈ N\{i, j}. To show that

g is a constant, we consider two cases:

Case (i): Suppose that v({i}) − v({j}) 6= w({i}) − w({j}) and v({i}) − v({k}) 6=
w({i})−w({k}). Denote ε =

∑
h∈{i,j,k}[v({h}) +w({h})]. We define the following three
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games.

u(S) =



ε, if S = {i},

v({j})− v({i}) + ε, if S = {j},

w({k})− w({i}) + ε, if S = {k},

v({h}) + w({h}), if S = {h}, h ∈ N\{i, j, k}.

0, if S ⊆ N with |S| ≥ 2.

v0(S) =



v({i})− ε, if S = {h}, h ∈ {i, j},

v({k})− w({k}) + w({i})− ε, if S = {k},

−w({h}), if S = {h}, h ∈ N\{i, j, k}.

v(S), if S ⊆ N with |S| ≥ 2.

w0(S) =



w({i})− ε, if S = {h}, h ∈ {i, k},

w({j})− v({j}) + v({i})− ε, if S = {j},

−v({h}), if S = {h}, h ∈ N\{i, j, k}.

w(S), if S ⊆ N with |S| ≥ 2.

Clearly, (i) (N, u) is individually positive with u({i}) 6= u({j}) and u({i}) 6= u({k});
(ii) (N, v0) is individually negative with v0({i}) 6= v0({k}); (iii) (N,w0) is individually

negative with w0({i}) 6= w0({j}). Moreover, (N, u) + (N, v0) = (N, v) and (N, u) +

(N,w0) = (N,w).

By (9) applied to (N, u), (N, v0), (N, v), and players i, j, we have

x[u({i})− u({j})] + y[v0({i})− v0({j})] = 0.

Since u({i})− u({j}) 6= 0 and v0({i})− v0({j}) = 0, then

x = g(N, v)− g(N, u) = 0. (10)

Similarly, by (9) applied to (N, u), (N,w0), (N,w), and players i, k, we have

g(N,w)− g(N, u) = 0. (11)

Together, (10) and (11) imply

g(N, v) = g(N,w). (12)
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Case (ii): Suppose that v({i})− v({j}) = w({i})− w({j}) or/and v({i})− v({k}) =

w({i})−w({k}). Let ε1, ε2, ε3 ∈ R+ be such that ε3 < min{v({i}), v({j})}+ε1. Consider

the following games.

v3(S) =


v(S) + ε1, if S = {h}, h ∈ {i, j},

v(S) + ε2, if S = {h}, h ∈ N\{i, j}.

v(S), if S ⊆ N with |S| ≥ 2.

v4(S) =


−ε1, if S = {h}, h ∈ {i, j},

−ε2, if S = {h}, h ∈ N\{i, j}.

0, if S ⊆ N with |S| ≥ 2.

v5(S) =

v(S) + ε1 − ε3, if S = {h}, h ∈ {i, j},

v(S), otherwise.

v6(S) =


ε3, if S = {h}, h ∈ {i, j},

ε2, if S = {h}, h ∈ N\{i, j}.

0, if S ⊆ N with |S| ≥ 2.

Notice that (N, v3), (N, v5) and (N, v6) are individually positive games, and (N, v4)

is an individually negative game. Clearly, (N, v) = (N, v3) + (N, v4) and (N, v3) =

(N, v5) + (N, v6). By (9), we have x(v3({i})− v3({j})) + y(v4({i})− v4({j})) = 0, and

since v3({i}) 6= v3({j}) and v4({i}) = v4({j}), we have x = g(N, v) − g(N, v3) = 0.

Similar, x(v5({i})−v5({j}))+y(v6({i})−v6({j})) = 0, and since v5({i}) 6= v5({j}) and

v6({i}) = v6({j}), we have x = g(N, v3)− g(N, v5) = 0. Thus,

g(N, v) = g(N, v5), (13)

showing that g remains unchanged if two different stand-alone worths change by the

same amount, and the new game still is a member of GNnz.

With (13), we can construct a game (N, v′) ∈ GND such that g(N, v′) = g(N, v), v′({i}) 6=
v′({j}), v′({i})− v′({j}) 6= w({i})− w({j}) and v′({i})− v′({k}) 6= w({i})− w({k}).5

Since (N, v′) is as in Case (i), from Case (i) we have g(N, v′) = g(N,w). Thus, g(N, v) =

g(N,w).

5To illustrate this for the case that v({i}) − v({j}) = w({i}) − w({j}) and v({i}) − v({k}) =

w({i}) − w({k}) (the case that only one of these equalities is satisfied goes similar), we can construct
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Cases (i) and (ii) show that g(N, v) = g(N,w) for all (N, v), (N,w) ∈ GND , and thus g

is a constant function on GND . Setting β = g(N, v), we obtain (5) on the class GND .

Step 3. Finally, we show that g is a constant function on GNnz, and thus (5) holds on

GNnz. From Step 2, we obtain (5) only on the class GND . On the other hand, consider any

game (N, v) ∈ GNnz such that v({i}) = v({j}) for all i, j ∈ N . Obviously, there exists two

games (N, v1), (N, v2) ∈ GND such that (N, v) = (N, v1) + (N, v2). We obtain from Step 2

that g(N, v1) = g(N, v2) = β. By linearity and (4) applied to (N, v1) and (N, v2), we have

ψi(N, v) =ψi(N, v1) + ψi(N, v2)

=
v1(N)

n
+ β[v1({i})− 1

n

∑
k∈N

v1({k})]

+
v2(N)

n
+ β[v2({i})− 1

n

∑
k∈N

v2({k})]

=
v1(N) + v2(N)

n
+ β[v1({i}) + v2({i})− 1

n

∑
k∈N

(v1({k}) + v2({k}))]

=
v(N)

n
+ β[v({i})− 1

n

∑
k∈N

v({k})]

=
v(N)

n
,

where the last equality holds since v({i}) = v({j}) for all i, j ∈ N . This is the ED value

for any β ∈ R, and coincides with (1) if v({i}) = v({j}) for all i, j ∈ N .

Proof of Theorem 2

Before presenting the lengthy proof of Theorem 2, we introduce two theorems on Cauchy

functional equations.

Theorem 6. (see, Theorem 5.5.2, p.139, Kuczma (2009)) If f : RN → R is a continuous

additive function, then there exists d ∈ RN such that f(x) =
∑

i∈N dixi.

the game (N, v′) given by v′({i}) = v({i}) + 2v({k}), v′({j}) = v({j}) + 2v({k}) + v({i}), v′({k}) =

v({k}) + v({i}) and v′(S) = v(S) otherwise. Obviously, v′({i}) 6= v′({j}), v′({i}) − v′({j}) = −v({j}) 6=
w({i}) − w({j}) and v′({i}) − v′({k}) = v({k}) 6= w({i}) − w({k}). Going from (N, v) to (N, v′) in

two steps ([v({i}), v({j}), v({k})] → [v({i}) + 2v({k}), v({j}) + 2v({k}), v({k})] → [v({i}) + 2v({k}),
v({j}) + 2v({k}) + v({i}), v({k}) + v({i})], we can twice apply that the value of function g does not

change, and thus g(N, v) = g(N, v′).
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For x, y ∈ Rn, let x− y = (x1 − y2, x2 − y2, . . . , xn − yn).

Theorem 7. Let f : R+ × Rn−1 → R be an additive function. Then F : Rn → R given by

F (x− y) = f(x)− f(y), for all x, y ∈ R+ × Rn−1, (14)

is an additive function such that F (x) = f(x) for all x ∈ R+ × Rn−1.

Proof. First, we show that F is well-defined (that is, the function given in (14) is a valid

definition of a function). Let x, y, h, l ∈ R+ × Rn−1 be such that x − h = y − l. Hence,

x+l = y+h⇒ f(x+l) = f(y+h)⇒ f(x)+f(l) = f(y)+f(h)⇒ f(x)−f(h) = f(y)−f(l)

⇒ F (x− h) = F (y − l), where the second implication follow from additivity of f .

Next, we show that F is an extension of f . For any t ∈ R+ × Rn−1, there exist

x, y ∈ R+ × Rn−1 such that t = x − y. Hence, F (t) = F (x − y) = f(x) − f(y) =

f(y + t)− f(y) = f(y) + f(t)− f(y) = f(t), as asserted.

Finally, we show that F is additive on Rn. For any s, t ∈ Rn, there exist x, y, h, l ∈
R+×Rn−1 such that s = x− h and t = y− l. Note that x+ y and t+ l are in R+×Rn−1.

Also, s+ t = (x+ y)− (h+ l). Then, by (14), we have F (s+ t) = F ((x+ y)− (h+ l)) =

f(x+ y)− f(h+ l) = f(x) + f(y)− f(h)− f(l) = F (x− h) + F (y − l) = F (s) + F (t), as

asserted, where the third equality follows from additivity of f .

Theorem 7 is a modification of Theorem 2 in Aczél and Erdös (1965) that provides an

extensive principle on conditional Cauchy equation6. A similar theorem (with a similar

proof) holds if R+ × Rn−1 is replaced by R− × Rn−1.

Next, we give additional notation and a remark. For any c = (ci)i∈N ∈ RN
+ , the classes

GNc+ and GNc− are denoted as follows.

GNc+ = {(N, v) ∈ GNnz | ∃a ∈ R+ : ∀ i ∈ N, v({i}) = aci}.

GNc− = {(N, v) ∈ GNnz | ∃a ∈ R− : ∀ i ∈ N, v({i}) = aci}.

That is, GNc+ (respectively GNc−) consists of all games in GNnz in which the players’ stand-alone

worths are in the same positive (respectively negative) proportion to c.

6 The Cauchy functional equation is a well-known and fundamental equation in the theory of functional

equations. It is given by f(x+ y) = f(x) + f(y), where f : R→ R is a continuous function. A conditional

Cauchy equation is a variation of this equation by changing the domain of validity of the equation.
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Remark 5. Each game (N, v) ∈ GNc+ is represented by a vector pv = (pv1, p
v
S) ∈ R+ ×

R2n−n−1, where the first component pv1 = v({i})
ci

is the ratio of v({i}) to ci which is equal

and positive for all i ∈ N , and the remaining 2n − n− 1 components are the worths v(S)

of the 2n−n− 1 coalitions S ⊆ N , |S| ≥ 2. Moreover, (N, v) ∈ GNc+ ⇔ pv ∈ R+×R2n−n−1.

Similarly, (N, v) ∈ GNc− ⇔ pv ∈ R− × R2n−n−1. Clearly, (N, v) = (N, v1) + (N, v2) ⇔ pv =

pv1 + pv2 .

Proof of Theorem 2. It is easily checked that any value of the form given in (2) satisfies the

six axioms. To show the ‘only if’ part, let ψ be a value on GNnz+ satisfying the six axioms.

(The proof on GNnz− goes in a similar way.) From Remark 2, ψ has the form given by (4).

Define a function f : GNnz+ → R by f(N, v) = K(v)g(N, v) for all (N, v) ∈ GNnz+, where

K(v) =
∑

i∈N v({i}), as defined in the beginning of Section 8. Then (4) can be rewritten

as

ψi(N, v) =
v(N)

n
+ f(N, v)

(
v({i})
K(v)

− 1

n

)
. (15)

Clearly, f(N, v) is continuous since K(v) and g(N, v) are continuous.

We will consider five steps to show the rest of the ‘only if’ part. Step 1 formulates

the value on GNc+ that satisfies efficiency, the balanced loss property, continuity, and weak

additivity. Using no advantageous reallocation across individuals, Step 2 and Step 3 derive

the coefficients of the formula obtained in Step 1 if c ∈ RN
+ is such that ci 6= cj for some

i, j ∈ N . Step 4 considers the case that c ∈ RN
+ with ci = cj for all i, j ∈ N . Step 5 gives

the desired formula by anonymity.

Step 1. Pick any c ∈ RN
+ . We derive the formula of ψ on GNc+ satisfying efficiency,

the balanced loss property, continuity, and weak additivity. Consider (N, v), (N,w) ∈ GNc+.

Since (N, v + w) ∈ GNc+, weak additivity implies that ψi(N, v + w) = ψi(N, v) + ψi(N,w)

for all i ∈ N . Taking (15) into account, we obtain

f(N, v + w) = f(N, v) + f(N,w). (16)

Let h : R+ × R2n−n−1 → R be defined by h(pv) = f(N, v) for all pv ∈ R+ × R2n−n−1

with (N, v) ∈ GNc+ as in Remark 5. Then, (16) can be rewritten as

h(pv+w) = h(pv + pw) = h(pv) + h(pw),

which shows that h is an additive function on R+ × R2n−n−1.
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Moreover, h is continuous since f is continuous. Hence, from Theorem 7, there exists

an additive function H : R2n−n → R such that H(x) = h(x) for all x ∈ R+ × R2n−n−1.

Obviously, H is continuous since (i) H has the form of (14), i.e. H(x − y) = h(x) − h(y)

for all x, y ∈ R+ × R2n−n−1, and (ii) h is continuous. Thus, from Theorem 6, there exists

d ∈ R2n−n such that

h(x) = H(x) =
2n−n∑
i=1

dixi, for all x ∈ R+ × R2n−n−1.

Equivalently, by definition of h,

f(N, v) = h(pv) = dc1p
v
1 +

∑
S⊆N,|S|≥2

dcSv(S), for all (N, v) ∈ GNc+, (17)

where dc1 and dcS, S ⊆ N, |S| ≥ 2, are real numbers, and pv1 = v({i})
ci
∈ R for all i ∈ N is the

ratio of v({i}) to ci. Clearly, these coefficients depend on c since (N, v) ∈ GNc+.

Taking into account that dc1 = dc{i} ∈ R and pv1 = v({i})
ci

for each i ∈ N , from (17), we

obtain a system of n linearly independent equations. Summing these equations over all

players, we obtain

nf(N, v) =
∑
i∈N

dc{i}
ci
v({i}) + n

∑
S⊆N,|S|≥2

dcSv(S). (18)

Since GNc+ = GNβc+ for all β ∈ R+, then (N, v) ∈ GNc+ implies (N, v) ∈ GNβc+. Thus, similar

to (18), we have

nf(N, v) =
∑
i∈N

dβc{i}
βci

v({i}) + n
∑

S⊆N,|S|≥2

dβcS v(S). (19)

Notice that the left-hand side of (18) is identical to that of (19), which yields

dc{i}
ci

=
dβc{i}
βci

, and dcS = dβcS for each S ⊆ N, |S| ≥ 2.

Therefore, setting αc{i} :=
dc{i}
nci

and αcS := dcS, (18) can be rewritten as

f(N, v) =
∑
S⊆N

αcSv(S). (20)

Notice that αcS is a real number depending on S and c, and, moreover, for each S ⊆ N

with |S| ≥ 2 and all β ∈ R+,

αcS = αβcS . (21)
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Substituting (20) into (15), we obtain

ψi(N, v) =
v(N)

n
+
∑
S⊆N

αcSv(S)

(
v({i})
K(v)

− 1

n

)
. (22)

Step 2. We show that in (22), αcS = αc
′
S for each S ⊆ N with |S| ≥ 2, and thus αcS,

S ⊆ N , |S| ≥ 2, does not depend on c ∈ RN
+ , if ci 6= cj for some i, j ∈ N .

With (21), we only need to consider any c, c′ ∈ RN
+ with

∑
k∈N ck =

∑
k∈N c

′
k. Let

i ∈ N be a player such that ci = min{ck | k ∈ N} <
∑
k∈N ck
n

. Suppose that there exists

j ∈ N such that ci 6= cj. Without loss of generality, we assume that c′j ≤
∑
k∈N c′k

2
. (If

c′j >
∑
k∈N c′k

2
, we pick h ∈ N\{i, j} and define c∗ ∈ RN

+ such that c∗i = ci, c
∗
h = c′h, and∑

k∈N c
∗
k =

∑
k∈N ck. The proof then goes in a similar way.) Then there exists a c∗ ∈ RN

+

such that c∗i = ci, c
∗
j = c′j, and

∑
k∈N c

∗
k =

∑
k∈N ck. Let (N, v), (N,w) ∈ GNnz+ be two games

such that v({k}) = ck, w({k}) = c∗k for all k ∈ N , and v(S) = w(S) for all S ⊆ N with

|S| ≥ 2. Since v({i}) = w({i}) and
∑

k∈N\{i} v({k}) =
∑

k∈N\{i}w({k}), no advantageous

reallocation across individuals implies∑
k∈N\{i}

ψk(N, v) =
∑

k∈N\{i}

ψk(N,w).

With efficiency, this implies

ψi(N, v) = ψi(N,w).

Taking (22) into account, we obtain with v({i}) = w({i}) and K(v) = K(w) that∑
S⊆N

αcSv(S) =
∑
S⊆N

αc
∗

S w(S)

⇔
∑
k∈N

αc{k}v({k}) +
∑

S⊆N :|S|≥2

αcSv(S) =
∑
k∈N

αc
∗

{k}w({k}) +
∑

S⊆N :|S|≥2

αc
∗

S w(S)

⇔
∑
k∈N

αc{k}v({k}) +
∑

S⊆N :|S|≥2

αcSv(S) =
∑
k∈N

αc
∗

{k}w({k}) +
∑

S⊆N :|S|≥2

αc
∗

S v(S). (23)

Pick any T ⊆ N with |T | ≥ 2. Let (N, v1), (N,w1) ∈ GNnz+ be such that v1(T ) =

w1(T ) 6= v(T ), and v1(S) = v(S) and w1(S) = w(S) for all S ⊆ N , S 6= T . Similar to

(23), we can derive an equation that the only difference with (23) is the terms of v1(T ) and

w1(T ). Substituting this equation into (23) yields (v(T )− v1(T ))αcT = (v(T )−w1(T ))αc
∗
T ,

which implies

αcT = αc
∗

T .
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Similarly, consider (N,w) and (N, u), where (N, u) ∈ GNnz+ is such that u({k}) = c′k for

all k ∈ N , and u(S) = w(S) otherwise. We obtain

αc
′

T = αc
∗

T ,

where c∗ is as defined before. Thus, αcT = αc
′
T for each T ⊆ N with |T | ≥ 2.

Step 3. We show that in (22), there exists α1 ∈ R such that
∑

k∈N α
c
{k}v({k}) =

α1

∑
k∈N v({k}) for all (N, v) ∈ GNc+ and all c ∈ RN

+ with ci 6= cj for some i, j ∈ N . Indeed,

for (N, v), (N,w) ∈ GNnz+ defined in Step 2, taking v(S) = 0 for all S ⊆ N with |S| ≥ 2,

from (23) we obtain ∑
k∈N

αc{k}v({k}) =
∑
k∈N

αc
∗

{k}w({k}).

Denote α1 =
∑
k∈N αc

∗
{k}w({k})∑

k∈N w({k}) . Since
∑

k∈N v({k}) =
∑

k∈N w({k}), then∑
k∈N

αc{k}v({k}) =
∑
k∈N

αc
∗

{k}w({k}) = α1

∑
k∈N

w({k}) = α1

∑
k∈N

v({k}).

Similarly, applying (23) to (N,w) and (N, u) defined in Step 2, we obtain∑
k∈N

αc
′

{k}u({k}) =
∑
k∈N

αc
∗

{k}w({k}) = α1

∑
k∈N

u({k}).

These two equations imply that the desired assertion holds if v({i})
ci

= 1 and
∑

i∈N ci

is a fixed real number. Let β ∈ R+ and (N, v) ∈ GNβc+ = GNc+ be such that v({i})
βci

=

1, i.e. v({i})
ci

= β. Since (N, v) ∈ GNc+, from above it follows that GNc+ = GNβc+, then∑
k∈N α

c
{k}v({k}) =

∑
k∈N α

βc
{k}v({k}) = α1

∑
k∈N v({k}), as desired.

Step 4. The ‘Step 2’ and ‘Step 3’ considered the case that c ∈ RN
+ satisfies ci 6= cj for

some i, j ∈ N . Notice that if ck = ch for all k, h ∈ N , each αcS in (22) does not have any

bite.

Step 5. From Steps 2, 3 and 4, we can conclude that, taking αcS = αNS for each S ⊆ N

with |S| ≥ 2, and αc{k} = α1 for all k ∈ N , (22) can be written as

ψi(N, v) =
v(N)

n
+ [α1

∑
k∈N

v({k}) +
∑

S⊆N :|S|≥2

αNS v(S)]

(
v({i})
K(v)

− 1

n

)
. (24)
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It is straightforward to show that αNS = αNT for all |S| = |T | ≥ 2 in (24) by anonymity.

Therefore, setting α
|N |
|S| = αNS , we obtain

ψi(N, v) =
v(N)

n
+
∑
S⊆N

α
|N |
|S| v(S)

(
v({i})
K(v)

− 1

n

)
,

as desired.

Proof of Theorem 4

Before giving the technical proof of Theorem 4, we give a brief sketch. We first for-

mulate what projection consistency requires from the relationship between α(N, v) and

α(N\{j}, vx) (Step 1 below). Then, the key idea of the calculation of α(N, v) is to derive

the coefficients αNS by considering some special games. We derive that (i) the coefficients

corresponding to the grand coalition are equal for grand coalitions of the same size (Step

2), (ii) the coefficients corresponding to singletons are equal (Step 3), and (iii) the coeffi-

cients of other coalitions are zero (Step 3). After that, we derive the formula of α(N, v)

(Step 4).

Proof of Theorem 4. Let α(N, v) =
∑
S⊆N

αNS v(S) be a linear function with αNS being real

numbers depending on S and N . We remark that, for any (N, v) ∈ Gnz with |N | ≥ 3,

x = ψα(N, v) and j ∈ N , since vx({i}) = v({i}) for all i ∈ N \ {j}, it holds that

(N\{j}, vx) ∈ Gnz. Clearly, ψαi (N, v) can be rewritten as

ψαi (N, v) =
v(N)

n
+ α(N, v)

( v({i})∑
k∈N v({k})

− 1

n

)
. (25)

Step 1. Take any (N, v) ∈ Gnz with |N | ≥ 3 and j ∈ N . For x = ψα(N, v) and any

i ∈ N\{j}, we have

ψαi (N\{j}, vx) =
vx(N\{j})
n− 1

+ α(N\{j}, vx)
( vx({i})∑

k∈N\{j} v
x({k})

− 1

n− 1

)
=
v(N)− xj
n− 1

+ α(N\{j}, vx)
v({i})− 1

n−1

∑
k∈N\{j} v({k})∑

k∈N\{j} v({k})

=
1

n− 1

(
v(N)− v(N)

n
− α(N, v)

v({j})− 1
n

∑
k∈N v({k})∑

k∈N v({k})
)

+ α(N\{j}, vx)
v({i})− 1

n−1

∑
k∈N\{j} v({k})∑

k∈N\{j} v({k})
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=
v(N)

n
− α(N, v)

v({j})− 1
n

∑
k∈N v({k})

(n− 1)
∑

k∈N v({k})

+ α(N\{j}, vx)
v({i})− 1

n−1

∑
k∈N\{j} v({k})∑

k∈N\{j} v({k})
,

where the third equality follows by substituting x = ψα(N, v).

From projection consistency, ψαi (N, v) = ψαi (N\{j}, vx) for all i ∈ N\{j}, and thus we

have

v(N)

n
+ α(N, v)

v({i})− 1
n

∑
k∈N v({k})∑

k∈N v({k})

=
v(N)

n
− α(N, v)

v({j})− 1
n

∑
k∈N v({k})

(n− 1)
∑

k∈N v({k})

+ α(N\{j}, vx)
v({i})− 1

n−1

∑
k∈N\{j} v({k})∑

k∈N\{j} v({k})
,

which is equivalent to

α(N, v)∑
k∈N v({k})

(
v({i})−

∑
k∈N v({k})

n
+
v({j})− 1

n

∑
k∈N v({k})

n− 1

)
=

α(N\{j}, vx)∑
k∈N\{j} v({k})

(
v({i})−

∑
k∈N\{j} v({k})

n− 1

)
.

Since−
∑
k∈N v({k})

n
+
v({j})− 1

n

∑
k∈N v({k})

n−1
=
−(n−1)

∑
k∈N v({k})+nv({j})−

∑
k∈N v({k})

n(n−1)
=
−

∑
k∈N v({k})+v({j})

n−1
,

it follows that

α(N, v)∑
k∈N v({k})

(
v({i})−

∑
k∈N\{j} v({k})

n− 1

)
=

α(N\{j}, vx)∑
k∈N\{j} v({k})

(
v({i})−

∑
k∈N\{j} v({k})

n− 1

)
.

Since there always exists a game (N, v) ∈ Gnz such that v({i}) −
∑
k∈N\{j} v({k})

n−1
6= 0,

then
α(N, v)∑
k∈N v({k})

=
α(N\{j}, vx)∑
k∈N\{j} v({k})

for this game.

With the notion K =
∑

k∈N v({k}), we have

α(N, v)

K
=
α(N\{j}, vx)
K − v({j})

. (26)

By definition of α, vx and x = ψα(N, v), we have

α(N\{j}, vx)
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=
∑

S⊂N\{j}

α
N\{j}
S v(S) + α

N\{j}
N\{j}(v(N)− xj)

=
∑

S⊂N\{j}

α
N\{j}
S v(S) + α

N\{j}
N\{j}

(n− 1

n
v(N)−

∑
S⊆N

αNS v(S)
v({j})− K

n

K

)
. (27)

Step 2. We show that α
N\{i}
N\{i} = α

N\{j}
N\{j} for all i, j ∈ N . To show this, consider a game

(N, v) ∈ Gnz with i, j ∈ N such that v({i}) = v({j}) and v({i})−
∑
k∈N\{j} v({k})

n−1
6= 0 (It is

possible since |N | ≥ 3). From (26) we have α(N\{i}, vx) = α(N\{j}, vx). That is, with

(27), ∑
S⊂N\{i}

α
N\{i}
S v(S) + α

N\{i}
N\{i}

(n− 1

n
v(N)−

∑
S⊆N

αNS v(S)
v({i})− K

n

K

)
=

∑
S⊂N\{j}

α
N\{j}
S v(S) + α

N\{j}
N\{j}

(n− 1

n
v(N)−

∑
S⊆N

αNS v(S)
v({j})− K

n

K

)
. (28)

The coefficients of the term v(N) must be the same on both sides of (28), that is

α
N\{i}
N\{i}

(n− 1

n
− αNN

v({i})− K
n

K

)
= α

N\{j}
N\{j}

(n− 1

n
− αNN

v({j})− K
n

K

)
.

No matter what number αNN is, there is a game such that n−1
n
− αNN

v({i})−K
n

K
6= 0.7 Thus,

α
N\{i}
N\{i} = α

N\{j}
N\{j}, for all i, j ∈ N. (29)

Step 3. We derive α
N\{k}
T for any k ∈ N and T ⊂ N\{k}, as follows. Using (29), it

follows from (28) and the fact that v({i}) = v({j}), that∑
S⊂N\{i}

α
N\{i}
S v(S) =

∑
S⊂N\{j}

α
N\{j}
S v(S). (30)

To derive α
N\{k}
T , we consider two cases with respect to |T |, T ⊂ N :

(i) For T ⊂ N with |T | ≥ 2, there exist i, j ∈ N with T ⊂ N\{i} and j ∈ T . Clearly,

the term v(T ) only appears in the left-hand side of (30), and thus it must be that

α
N\{i}
T = 0. (We see this by taking two games that only differ in the worth of T .)

Similarly, α
N\{j}
T = 0 for all T ⊂ N\{j} with i ∈ T and |T | ≥ 2.

7For example, a game (N, v) such that there is an i0 ∈ N with v({i0}) = 2 and v({j}) = 1 for all

j ∈ N \ {i0} will do the job if αN
N 6= (n + 1), and a game (N, v) such that there are i0, i1 ∈ N with

v({i0}) = v({i1}) = 2 and v({j}) = 1 for all j ∈ N \ {i0, i1} will do the job otherwise.
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Since i, j ∈ N can be arbitrary two players, we obtain

α
N\{k}
T = 0, (31)

for all T ⊂ N with |T | ≥ 2.

(ii) Consider T ⊂ N with |T | = 1. Since (30) holds under the condition v({i}) = v({j}),
it must be α

N\{i}
{j} v({j}) = α

N\{j}
{i} v({i}). (We see this by taking two games that only

differ in the worths of {i} and {j} and using (31).) Since v({i}) = v({j}) 6= 0, then

α
N\{i}
{j} = α

N\{j}
{i} . Similarly, it is clear that α

N\{i}
{k} = α

N\{j}
{k} for all k ∈ N\{i, j}.

Since i, j ∈ N can be arbitrary two players, then α
N\{i}
{j} = α

N\{k}
{j} = α

N\{j}
{k} = α

N\{i}
{k}

for all k ∈ N\{i, j}. Therefore,

α
N\{k}
{i} = α

N\{k}
{j} , (32)

for all i, j ∈ N\{k} and all k ∈ N .

Step 4. Now, we can derive the desired assertion. Using (32), we denote βn−1 = α
N\{k}
i

for all i ∈ N\{k}. Plugging (31) and (32) into the second line of (27), we have that for all

j ∈ N ,

α(N\{j}, vx) =βn−1
∑

k∈N\{j}

vx({k}) + α
N\{j}
N\{j}v

x(N\{j})

=βn−1(K(v)− v({j})) + α
N\{j}
N\{j}v

x(N\{j}).

Consider a game (N ′, v′) ∈ Gnz with N ′ = N ∪{j}, j 6∈ N , (v′)x = v. Similar as above,

denoting βn = αNi for all i ∈ N , we obtain

α(N, v) = βnK(v) + αNNv(N). (33)

Therefore, (26) can be written as

βn +
αNNv(N)

K
=βn−1 +

α
N\{j}
N\{j}v

x(N\{j})
K − v({j})

=βn−1 +
α
N\{j}
N\{j}

K − v({j})

(
n− 1

n
v(N)− αNNv(N)

v({j})− K
n

K
− βn(v({j})− K

n
)

)
,

where the second equality follows from (25).
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Considering any game (N, v) ∈ Gnz such that K(v) = n and v({j}) = 1 (for example

by taking a game (N, v), |N | ≥ 3, such that v({i0}) = 0.5, v({i1}) = 1.5, and v({k}) = 1

for all k ∈ N\{i0, i1}), we obtain βn +
αNNv(N)

n
= βn−1 +

α
N\{j}
N\{j}v(N)

n
. Since v(N) can take

any number, it must be that βn−1 = βn (by taking a game with v(N) = 0) and then

αNN = α
N\{j}
N\{j} (by taking a game with v(N) > 0). Hence, the above equation, for any

(N, v) ∈ Gnz, can be written as follows:

αNNv(N)

K
=

αNN
K − v({j})

(
n− 1

n
v(N)− αNNv(N)

v({j})− K
n

K
− βn(v({j})− K

n
)

)
,

which implies that

(
K − v({j})

)
αNNv(N) = KαNN

(
n− 1

n
v(N)− αNNv(N)

v({j})− K
n

K
− βn(v({j})− K

n
)

)
.

(34)

There are two parameters αNN and βn to be determined in (34). We distinguish the

following two cases:

(i) If αNN = 0, then βn can take any real number, and thus (6) gives an affine combination

of the ED value and ESD value.

(ii) If αNN 6= 0, then

(K − v({j}))v(N) = K
n− 1

n
v(N)− (αNNv(N) +Kβn)

(
v({j})− K

n

)
. (35)

It follows from (35) that v(N)
(
v({j})− K

n

)
= (αNNv(N) + Kβn)

(
v({j})− K

n

)
. Con-

sidering any game with v({j})− K
n
6= 0, we obtain

αNNv(N) +Kβn = v(N). (36)

Since this must hold for any v(N), it follows that βn = 0 (by taking v(N) = 0), and

thus αNN = 1 (by taking v(N) > 0). Hence, (6) gives the PD value.

We conclude from (33), and Cases (i) and (ii), that if ψα satisfies projection consistency,

then α(N, v) = β
∑

k∈N v({k}), β ∈ R, or α(N, v) = v(N). Therefore,

ψα(N, v) =

βESD(N, v) + (1− β)ED(N, v), if α(N, v) = β
∑

k∈N v({k}),

PD(N, v), if α(N, v) = v(N).
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The above assertion holds for |N | ≥ 3. We now turn to the case |N | = 2. We

already know that β|N
′|−1 = β|N

′| and αN
′

N ′ = α
N ′\{j}
N ′\{j} for all |N ′| ≥ 3 and all j ∈ N ′.

Meanwhile, Cases (i) and (ii) hold for |N ′| ≥ 3. Specifically, taking |N ′| = 3, we obtain

that α(N, v) = v(N) or α(N, v) = β
∑

k∈N v({k}) for |N | = |N ′|−1 = 2, which immediately

yields the desired assertion.

Proof of Theorem 3. As mentioned in the main text, since the class of α-mollified val-

ues is contained in the class of α-mollified generalized values, and the resulting values in

Theorem 4 are also members in the family of α-mollified values, we obtain Theorem 3 as a

corollary of Theorem 4. A direct proof of Theorem 3 can be given by omitting Step 2 and

Step 3 of the proof of Theorem 4.

Proof of Theorem 5. In view of (7), we have∑
π∈Π(N)

1

n!
ηπ,αi

=
∑

π∈Π(N):
π(i)=1

1

n!

[
v({i}) +

∑
j∈N :π(j)>π(i)

v(Sjπ)−v(Sjπ\{j})− v({j})α(N,v)∑
k∈N v({k})

π(j)−1

]
+
∑

π∈Π(N):
π(i)=n

1

n!
v({i})α(N,v)∑
k∈N v({k})

+
∑

π∈Π(N):
π(i)6=1,n

1

n!

[
v({i})α(N,v)∑
k∈N v({k}) +

∑
j∈N :π(j)>π(i)

v(Sjπ)−v(Sjπ\{j})− v({j})α(N,v)∑
k∈N v({k})

π(j)−1

]

=
v({i})
n

+
n− 1

n
v({i})α(N,v)∑
k∈N v({k}) +

1

n!

∑
π∈Π(N)

∑
j∈N :π(j)>π(i)

v(Sjπ)−v(Sjπ\{j})− v({j})α(N,v)∑
k∈N v({k})

π(j)−1
, (37)

where the second equality holds since there are (n − 1)! (respectively (n − 1)(n − 1)!)

permutations such that i has (respectively does not have) the first position, the same for

the last position.

Note that for each coalition S ⊆ N with j ∈ S, there are (n− s)!(s− 1)! permutations

such that the first s players are exactly the members of S and j has the sth position.

Hence, the third term of the right-hand side in (37) can be rewritten as follows:

∑
j∈N\{i}

∑
S⊆N :i,j∈S

v(S)−v(S\{j})− v({j})α(N,v)∑
k∈N v({k})

s−1
(n−s)!(s−1)!

n!
(38)
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=
∑

j∈N\{i}

∑
S⊆N :i,j∈S

(n−s)!(s−2)!
n!

[v(S)− v(S\{j})]−
∑

j∈N\{i}

[
v({j})α(N,v)∑
k∈N v({k})

∑
S⊆N :i,j∈S

(n−s)!(s−2)!
n!

]

We can rewrite the first term as∑
j∈N\{i}

∑
S⊆N :i,j∈S

(n− s)!(s− 2)!

n!
[v(S)− v(S\{j})]

=
∑

S⊆N :|S|≥2,i∈S

∑
j∈S\{i}

(n− s)!(s− 2)!

n!
[v(S)− v(S\{j})]

=
n∑
s=2

∑
S⊆N :i∈S,|S|=s

(s− 1)!(n− s)!
n!

v(S)−
n−1∑
s=1

∑
S⊆N :i∈S,|S|=s

(s− 1)!(n− s)!
n!

v(S)

=
(n− 1)!(n− n)!

n!
v(N)− (1− 1)!(n− 1)!

n!
v({i})

=
v(N)

n
− v({i})

n
.

Since∑
S⊆N :i,j∈S

(n− s)!(s− 2)!

n!
=

n∑
s=2

(n− s)!(s− 2)!

n!

(n− 2)!

(n− s)!(s− 2)!
= (n− 1)

(n− 2)!

n!
=

1

n
,

we obtain from (37) and (38) that∑
π∈Π(N)

1

n!
ηπ,αi =

v({i})
n

+
n− 1

n
v({i})α(N,v)∑
k∈N v({k}) +

v(N)

n
− v({i})

n
− 1

n

∑
j∈N\{i} v({j})α(N,v)∑

k∈N v({k})

=
v({i})∑
k∈N v({k})

α(N, v) +
1

n

(
v(N)− α(N, v)

)
,

as desired.
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