
 

 
TI 2019-065/VIII 
Tinbergen Institute Discussion Paper  
 

 
 
Productivity effects of an 
exogenous improvement in 
transport infrastructure: 
accessibility and the Great Belt 
Bridge 
 

 
Bruno de Borger1 
Ismir Mulalic2 
Jan Rouwendal3 
 
 
 
 
 
1 University of Antwerp 
2 Technical University of Denmark 
3 Vrije Universiteit Amsterdam 



 
 
 
Tinbergen Institute is the graduate school and research institute in economics of 
Erasmus University Rotterdam, the University of Amsterdam and VU University 
Amsterdam. 
 
Contact: discussionpapers@tinbergen.nl  
 
More TI discussion papers can be downloaded at https://www.tinbergen.nl  
 
Tinbergen Institute has two locations: 
 
Tinbergen Institute Amsterdam 
Gustav Mahlerplein 117 
1082 MS Amsterdam 
The Netherlands 
Tel.: +31(0)20 598 4580 
 
Tinbergen Institute Rotterdam 
Burg. Oudlaan 50 
3062 PA Rotterdam 
The Netherlands 
Tel.: +31(0)10 408 8900 
 



1 
 

Productivity effects of an exogenous improvement in 
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Abstract  

Most studies of the effects of transport infrastructure on the performance of individual 
firms have focused on marginal expansions of the rail or highway network over time. In this 
paper, we study the short-run effects of a large discrete shock in the quality of transport 
infrastructure, viz. the opening of the Great Belt bridge connecting the Copenhagen area with a 
neighbouring island and the mainland of Denmark. We analyse the effect of the opening of the 
bridge on the productivity of firms throughout the country using a two-step approach: we 
estimate firm- and year-specific productivity for a large panel of individual firms, using the 
approaches developed by Levinsohn and Petrin (2003) and De Loecker (2011). Then, 
controlling for firm-fixed effects, we relate productivity to a calculated measure of accessibility 
that captures the effect of the opening of the bridge. We find large productivity effects for firms 
located in the regions near the bridge, especially for relatively small firms in the construction 
and retail industry. Estimation results further suggest statistically significant but small positive 
wage effects throughout the country, even in regions far from the bridge. Finally, there is some 
evidence that the bridge has stimulated new activities in the Copenhagen region at the expense 
of firms disappearing on the neighbouring island Funen.   
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1. Introduction 

An obvious effect of improvements in transport infrastructure is that it reduces the 

importance of distance, and this has several implications. At a very basic level, better 

transportation possibilities make it easier to bring inputs and workers towards firms, and outputs 

towards customers; this decreases the production and logistic costs per unit (Shirely and 

Winston (2004), Datta (2012), Li and Li (2013)). To some extent, the quality of transport 

infrastructure and spatial proximity are substitutes so that, with heterogeneous products and 

workers, the decreasing friction of distance also opens possibilities for better matches between 

supply and demand; this is the case on output as well as input markets (see, for example, Helsley 

and Strange (1990)). Moreover, improved transportation infrastructure provides better 

opportunities for meeting other economic agents and therefore facilitates knowledge spillovers 

through formal and informal contacts. The benefits associated with proximity to other actors 

are generally referred to as agglomeration effects and are the subject of an extensive literature 

in spatial economics (Duranton and Puga (2004), Rosenthal and Strange (2004), Puga (2010), 

Gaubert (2018)). 

The firm-level effects just mentioned are expected to show up in the productivity of 

firms. Not surprisingly, a number of studies have used firm-level data to investigate the 

implications of improved transport infrastructure on the productivity of firms. These studies 

have typically focused on marginal expansions of the transport infrastructure (such as the 

highway network) over time; examples include, Graham (2007), Holl (2012, 2016) and 

Gibbons, Lyytikaïnen, Overman and Sanchis-Guarner (2019). The first objective of this paper 

is to contribute to this literature by estimating the productivity effects of a large discrete and 

very localized improvement in transport infrastructure in Denmark, viz., the opening of the 

Great Belt Bridge connecting Zealand (where Copenhagen, the Danish capital, is located) with 

the neighboring island of Funen and, indirectly, with mainland Denmark and the rest of Europe. 

Politically, a major argument in favor of the bridge was the belief that this might shift the focus 

in the rest of Denmark from Hamburg to Copenhagen. Moreover, it was hoped that the new 

infrastructure might stimulate development in Funen, now that it would be better connected to 

the capital region. Arguments against its construction were that it was too expensive, that it 

would stimulate car driving, and that it generates unemployment among ferry-workers. 

Prior to construction of the bridge, which became operational in 1998, the two islands 

were only connected by a ferry service. Given the geographical setting, the availability of the 

new infrastructure implied a discrete and substantial reduction in travel costs, not only for 

connections between the two islands, but also between the Copenhagen area and the rest of the 
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country. The availability of register data allows us to construct a large panel of individual firms, 

covering the whole country and a large variety of production sectors. As argued below, we 

estimate productivity while taking into account the demand side of the market. Unlike previous 

studies, we capture the effect of the transport improvement through its impact on accessibility 

indices that have been used in studies of agglomeration at the municipal level.  

To estimate the impact on firms’ productivity, we adopt a two-step approach in which 

we first estimate total factor productivity for each firm and each year. State-of-the-art 

techniques for estimating production function that control for correlation between input levels 

and unobserved firm-specific productivity have been developed by Olley and Pakes (1996) and 

Levinsohn and Petrin (2003). As physical output figures are often unavailable, studies applying 

these methodologies (a recent example is Holl (2016)) typically use firm revenues as output 

indicator. This is somewhat less than desirable, because revenues are affected by price as well 

as quantity changes. For example, in the case studied in this paper, productivity increases due 

to the bridge might induce firms to lower their prices so as to increase sales volumes and profits. 

Using revenues as an indicator for output would then lead to biased estimates of the impact of 

the bridge. We attempt to avoid this by adopting the more recently developed methodology of 

De Loecker (2011); it assumes monopolistically competitive markets to take the effect of price 

setting behavior into account1. 

In a second step, we estimate the effect of the bridge on firm-level productivity. To 

capture the effect of the bridge we calculate an index of accessibility at the level of individual 

municipalities prior to and after the opening of the bridge. The index is defined as the weighted 

sum of employment in surrounding locations, where the weights are a decreasing function of 

travel time. The recent literature has often used a similar index (often using distance instead of 

travel time) as an indicator of agglomeration economies (see, for instance, Lucas and Rossi-

Hansberg (2002), Hanson (2005), and Redding and Rossi-Hansberg (2017)). We find that the 

opening of the bridge strongly affects accessibility throughout the country. We then estimate 

the effect of these changes in accessibility on firms’ productivity to identify the productivity 

effect of the bridge. We provide estimates of these effects at the aggregate level, but also at the 

regional and sectoral level.  

                                                            
1 De Loecker (2011) develops a method to integrate demand effects into the estimation of firm-level productivity 
effects, and he uses the model to study the effect of trade liberalization in the Belgian textile industry. The model 
allows distinguishing ‘revenue’ from ‘physical’ productivity. He finds that trade liberalization has much smaller 
productivity effects when demand-side effects are incorporated into the analysis.  
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Of course, on top of the productivity effects, there may be other implications of 

improved transportation possibilities. They may affect wages and land prices (Donaldson and 

Hornbeck (2016), Gibbons et al. (2019)). In the long-run, better access to markets exposes firms 

to fiercer competition, making it more difficult for less efficient firms to survive. Moreover, 

location patterns of firms and households may change (Baum-Snow (2007), Michaels (2008), 

Redding and Turner (2015)). Locations that strongly benefit from the transport cost reduction 

may attract firms from elsewhere (see Coughlin and Segev (2000), Ghani, Goswami and Kerr 

(2016)), and it may generate a number of startups of new firms Holl ((2004b)). Other locations 

may become less desirable and lead to firms disappearing or going out of business. Since the 

pioneering studies of Krugman (1991) and Krugman and Venables (1995) we know that the 

general equilibrium effects of changes in transportation costs can be large.  

Although our data do not allow us to estimate long-run equilibrium effects, a secondary 

objective of this paper is to study other short-run effects of the opening of the bridge. To the 

extent that the improved transport infrastructure has raised wages, the effect of the productivity 

increases on profits may have been partly compensated by higher labor costs; evidence suggests 

that productivity increases indeed raise input prices (see, for example, Greenstone, Hornbeck 

and Moretti (2010)). We therefore analyse the effect of the bridge on wages throughout the 

country. Moreover, we consider the impact of the new infrastructure on firm births and deaths 

on both sides of the new bridge. Although one of the political reasons for constructing the bridge 

was to stimulate economic activity in the peripheral region Funen, Krugman’s (1991) core-

periphery model suggests that transport cost improvements may not benefit the periphery at all.   

The contribution of this paper is twofold. First, although the productivity effects of 

transport infrastructure have been analyzed before, the opening of the Great Belt Bridge is one 

of the first studies that focuses on the productivity effects of a large and very localized 

infrastructure project (another recent example is Ahlfeldt and Feddersen (2018)); as such it is 

ideally suited to identify the economic effects of transportation infrastructure. Most previous 

studies have estimated the effects of small changes in road infrastructure due to the expansion 

of the highway network, using various ways to empirically measure how extensions of the 

transport infrastructure affected ‘market access’ or firms’ ‘proximity’ to the nearest highway 

ramp (Holl (2016), Fretz, Parchet and Robert-Nicoud (2017) and Gibbons et al. (2019)). As 

these improvements of the network are often realized in response to existing bottlenecks, this 

raises important endogeneity concerns these studies have to deal with. The opening of the Great 

Belt bridge to some extent avoids this type of endogeneity. The bridge crossing the Great Belt 

replaces a ferry service that dated back at least to 1624 when the first documented regular 
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“vessel” route was introduced. Since the bridge covers the route followed previously by the 

ferries, we will argue that its construction can be regarded as a discrete change in travel time 

(and reliability) that left all other aspects of the network unchanged. We estimate the 

productivity effects of the bridge while taking into account the demand side of the market, and 

in line with Holl (2016), we are able to take into account differences in space and across sectors. 

Second, although our time window is too narrow to investigate the long-run effects of 

the Great Belt Bridge on the spatial structure of the Danish economy, we do investigate the 

reactions of labor markets and the effect on firm births and deaths in the years immediately 

following the opening of the bridge. We use wage data for almost two million individual 

workers to study the effect of the opening of the bridge on wages. Implications for firm births 

and deaths are analyzed at the municipal level.   

Results include the following. We find highly asymmetric productivity effects for firms 

located in the regions directly connected by the bridge. The productivity improvements for 

firms on Zealand (where Copenhagen is located) due to the bridge are significant but small. 

The estimated effects for firms on Funen, located on the opposite side of the bridge, are 

substantial; they amount to more than 1.5% of firms’ output for firms in the municipalities close 

to the bridge. The largest effects are found for relatively small firms in the construction and 

retail industry, much less so in the manufacturing industries. We further find systematically  

positive – but small -- wage effects throughout the country, suggesting that the productivity 

gains have been partly compensated by higher wages. Finally, although one of the motivations 

for the bridge was to better connect Funen to the Copenhagen area there is some evidence that 

the bridge has stimulated new activities in the Copenhagen region at the expense of firms 

disappearing on Funen.   

The structure of the paper is as follows. In Section 2 we review the literature dealing 

with the economic effects of improved transport infrastructure. We discuss the methodology in 

Section 3. We explain how we estimated productivity, we describe in detail the construction of 

our accessibility index and how it was used to estimate the effect of the opening of the bridge 

on productivity. Section 4 reports on the data used in the empirical analysis. The next two 

sections give the empirical results. In Section 5 we discuss the estimation results capturing the 

impact of the bridge on productivity at the aggregate, regional and sectoral level. Section 6 

focuses on the estimated effects of the bridge on wages, and on firm births and deaths. A final 

section concludes.  
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2. Related recent literature 

There is a large literature on the economic effects of highway investments. However, 

much of this literature does not use firm-level data, and it mainly emphasizes local and regional 

outcomes; relevant references include, among many others, Chandra and Thompson (2000), 

Faber (2014) and Ghani et al. (2016). A number of papers do use firm-level data and, as we do, 

they explicitly focus on the productivity effects of extensions of the transport infrastructure. 

However, the huge majority of these papers study the effect of marginal extensions in the 

highway network, typically using the changes in area market potential measures to capture the 

local impact of the highway (for example, see Graham (2007a, 2007b), Holl (2012) and Fretz 

et al. (2017)).  

Closest in spirit to the current paper are Holl (2016) and Gibbons et al. (2019). Holl 

(2016) studies the effects of freeway accessibility on the productivity of Spanish manufacturing 

firms, exploiting variation over time related to the construction of the network. She first 

estimates firm level total factor productivity using the approach suggested by Levinsohn and 

Petrin (2003). In a second step she estimates the relationship between productivity and access 

to the highway system using instrumental variable methods to deal with possible endogeneity 

in the highway access variable. She finds strong productivity effects. Doubling the distance to 

the nearest highway ramp reduces productivity by 1.3-1.7%. The productivity effect is not just 

due to agglomeration effects of higher density of economic activity, but a significant direct 

effect is identified as well. The productivity-enhancing effects are higher in urban than in rural 

areas, and they appear to be largest in typical manufacturing industries. Finally, highways are 

found to attract new firms to its vicinity. 

 Gibbons et al. (2019) considered the effects of incremental improvements in the UK 

highway network on firms’ productivity and employment. They measure exposure to road 

improvements using changes in a continuous network-based index of accessibility at a detailed 

small scale, based on the calculation of optimal travel times. They study only treated places, 

that are areas very close to the changes in the network, identifying their model by changes in 

the intensity of treatment. The accessibility measure they use is interpreted as a treatment 

indicator and they note that the effect can realize through better access to output markets, 

intermediate input markets or workers or through reduced travel times in general. They find 

that a 1% increase in accessibility raises employment by 0.3-0.4%. Incumbent firms loose 

employment while the positive effect is generated by new firms. They further find positive 

effects of accessibility on productivity.  
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 As in Holl (2016), our analysis allows to capture both sectoral and spatial heterogeneity 

in productivity and in the productivity effects of transport improvements. In line with Gibbons 

et al. (2019), we use the change in an ‘accessibility’ measure (see the definition of our index 

below) defined at the local level to capture the effect of the opening of the bridge. Contrary to 

both papers, however, we consider a single location-specific but very large infrastructural 

improvement, not a continuous expansion of the highway network. In this sense, our paper also 

relates to Ahlfeldt and Feddersen (2018). They study the agglomeration effects of the opening 

of the high speed rail line between Cologne and Frankfurt. To avoid endogeneity problems they 

exploit the particular institutional setting that generates variation in transport costs that can be 

considered exogenous to the level of economic development. Their results show that under 

some specific conditions peripheral regions benefit from better connections to core regions.   

The literature suggests that in the long run improved transportation infrastructure may 

strongly affect the location of economic activity (Chandra and Thompson (2000), Baum-Snow 

(2007), Michaels (2008)). Baum-Snow (2007) showed that highways had an important impact 

on suburbanization; Duranton, Morrow and Turner (2014) demonstrated substantial effects of 

highways on urban growth, and several studies found a significant impact on trade (Duranton 

and Turner (2012), Faber (2014), and Storeygard (2016)). Recently, Donaldson (2018) 

confirmed these findings also for railroads. He estimated the impact of the huge railroad 

network built in colonial India, and found that the arrival of the railroads in districts reduced 

trading costs, reduced price differences between regions, and increased trading volumes. 

Extending the network to the ‘average’ district is found to increase agricultural production by 

16%. 

Changes in the density of economic activity generate agglomeration economies in 

addition to those caused by the improved infrastructure itself (Graham (2007a), Greenstone, 

Hornbeck and Moretti (2010), and Puga (2010)).2 Firms located in denser areas are likely to 

enjoy cheaper and faster delivery of local services and local intermediate goods.3 Krugman 

                                                            
2 The empirical relevance of agglomeration economies has been well documented. For example, Ciccone and Hall 
(1996) found strong evidence for the impact of concentrated activities on productivity, but they did not offer much 
insight into the importance of different possible theories explaining the link between agglomeration and 
productivity. Combes, Duranton, Gobillon, Puga and Roux (2012) used French establishment level data to 
distinguish two reasons why firms are more productive in larger cities: firm selection (only the best firms survive 
tougher competition) and agglomeration economies. They find that only the latter explains the observed 
productivity differences. For more empirical evidence, see the meta-analysis of Melo, Graham and Noland (2009) 
and, more recently, Mare and Graham (2013)). 
3 Transport cost changes are just one of several possible sources of agglomeration economies (Duranton and Puga 
(2004), Rosenthal and Strange (2004), and Greenstone, Hornbeck and Moretti (2010)). First, concentration of 
activities may be beneficial because of knowledge spillovers. These generate positive externalities in production 
and may stimulate faster adoption and penetration of new technologies. Second, workers and firms may be 
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(1991) and Krugman and Venables (1995) clearly show how transport cost changes affect the 

spatial equilibrium and can lead to the clustering of economic activities. The interaction 

between transport costs, scale effects in production and the initial share of manufacturing in 

total employment can give rise to a core-periphery pattern of firm location. This is more likely 

to develop when there are important scale economies, low transport costs, and low initial 

concentration of industrial firms.  

Roback (1982) already showed how a local ‘amenity’ that increases the attractiveness 

of a particular location affects local wages and land prices.4 In a similar vein, transport 

improvements may be capitalized in wages and/or in land prices (Li and Li (2013), Sanchis-

Guarner (2012)).5 The implications of transport infrastructure on input prices have recently also 

been extensively documented from a historical perspective by Donaldson and Hornbeck (2016). 

They analyze the impact of US railroad developments on the agricultural sector in 1890. They 

demonstrate that the presence of the railroad increased a county’s market access, calculated 

using the least-cost freight routes between different counties. It is estimated that improved 

market access due to the expansion of the railroad network between 1870 and 1890 was 

capitalized in higher agricultural land values: the absence of railroads would have reduced 

agricultural land values by 60%.  

Finally, the effect of transport improvements on the relocation of firms has been studied 

by, for example, Coughlin and Segev (2000), Holl (2004a), and Ghani, Goswami and Kerr 

(2016). The effect on firm births was studied in Holl (2004b). Most recently, Fretz et al.  (2017) 

develop a spatial equilibrium model to study the effects of highway development on the local 

income distribution and on employment. The model captures trade and commuting patterns, 

and it has workers with heterogeneous skills and idiosyncratic location preferences. The model 

                                                            
attracted to areas with a large labor market. This facilitates matching workers and firms; it therefore reduces the 
probability that workers will not find a job as well as the probability that firms will be unable to fill vacancies. 
Third, the presence of natural advantages (mining resources, oil, soil and climate suited for, for example, wine 
production) will lead to clustering of firms in particular regions.  
4 Arzaghi and Henderson (2008) focus on the ‘proximity’ of firms to one another, showing that the spatial decay 
in the advantages of close neighbors is quite rapid. Contrary to some earlier literature they find that agglomeration 
benefits are largely capitalized in land prices, much less so in wages.  
5 Evidence for the capitalization of productivity improvements that are unrelated to transport infrastructure in 
firms’ input prices is found by Greenstone, Hornbeck and Moretti (2010). They compare total factor productivity 
of firms in which a ‘million dollar plant’ located with that of firms in runner-up counties that narrowly lost the 
competition. Their main finding is a substantial increase (12 %) in total factor productivity of incumbent firms in 
the five years following the arrival of the large plant. They also find a large amount of heterogeneity in the effects. 
Stronger effects are found on plants that are ‘close’ to the million dollar plant in terms of forward and backward 
linkages. They interpret their findings with a Roback-type (1992) model in which the positive effects of the 
productivity shock are partly offset by wage increases, a prediction for which they report empirical support. Profits 
therefore increase less than productivity.  
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shows that locations with improved market access (due to highway extensions) become 

relatively more attractive to high-skilled workers. Using data on the construction of the Swiss 

highway network between 1960 and 2010 they find strong effects of highway access on the 

local income distribution: a new highway access within 10km is found to increase the share of 

high-income taxpayers by 19%; the share of low-income taxpayers declines by 6%. 

 

3. Productivity, accessibility, and the effect of the bridge: empirical strategy 

 In this section, we describe our empirical strategy to estimate the effect of the opening 

of the bridge on the productivity of firms. We first discuss how total factor productivity was 

estimated for individual firms. The we explain in detail the construction of our accessibility 

index and the role of the bridge in travel time and accessibility changes. Finally, we present the 

empirical model used to estimate the effect of accessibility and the opening of the bridge on 

productivity. 

 

3.1. Estimating Total Factor Productivity (TFP)  

The current state of the art to estimate firms’ total factor productivity has been initiated 

by Olley and Pakes (1996) and Levinsohn and Petrin (2003). They derive productivity measures 

from estimated production functions that control for unobserved productivity shocks through 

investment or intermediate inputs, respectively. Assuming a Cobb-Douglas production 

function, the Levinson-Petrin approach starts from the following estimation equation:   

𝑦௜,௧ ൌ 𝛼௟𝑙௜,௧ ൅ 𝛼௞𝑘௜,௧ ൅ 𝛼௠𝑚௜,௧ ൅ 𝜔௜,௧ ൅ 𝑢௜,௧ ሺ1ሻ 

where 𝑦௜,௧ denotes the log of output of firm 𝑖 in year 𝑡, and 𝑙, 𝑘, 𝑚 are the logs of the quantities 

of labor, capital, and intermediate inputs, respectively. The 𝛼′s are coefficients to be estimated. 

The model accounts for two types of error. The first of these, 𝜔, is an unobserved productivity 

shock that reflects aspects of the production process that are unobserved by the researcher and 

are potentially correlated with labor or capital. The second error, denoted 𝑢, is a standard i.i.d. 

component. 

 Capital and the unobserved productivity shock are state variables, while labor and the 

intermediate inputs are freely variable in each period. The demand for intermediate inputs is a 

function of the two state variables: 𝑚௜,௧ ൌ 𝑚௧൫𝑘௜,௧, 𝜔௜,௧൯. Levinsohn and Petrin (2003) show 

that under plausible conditions the demand for intermediate inputs is increasing in the 

unobserved productivity shock ൬ డ௠೟

డఠ೔,೟
൐ 0൰. This function can therefore be inverted, and it 
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follows that the right-hand side of the above equation can be reformulated as the sum of the 

labor term  𝛼௟𝑙௜,௧, an unknown function 𝜑௧ of the two state variables, and the second error term: 

𝑦௜,௧ ൌ 𝛼௟𝑙௜,௧ ൅ 𝜑௧൫𝑘௜,௧, 𝜔௜,௧൯൅𝑢௜,௧ . ሺ2ሻ 

This equation is estimated by OLS using a third-order polynomial to approximate 𝜑௧. The 

results are then used to find estimates of 𝛼௞ and 𝛼௠ applying the (moment) conditions that 

capital and the previous period’s demand for intermediate inputs are independent of the most 

recent innovation in productivity. With these results at hand, an estimate of the natural log of 

total factor productivity can be computed as: 

                                𝑡𝑓𝑝෢
௜,௧ ൫ൌ 𝜔ෝ௜,௧൯ ൌ 𝑦௜,௧ െ ሺ𝛼ො௟𝑙௜,௧ ൅ 𝛼ො௞𝑘௜,௧ ൅ 𝛼ො௠𝑚௜,௧ሻ.           (3) 

 

Although output is the correct dependent variable when estimating the above relation 

(2), this is usually not reported in the data available to the researcher. In practice only revenues 

or turnover are known; i.e., the product of the output and the firm-specific price is known, but 

the individual components are unobserved. In terms of the model presented so far, the firm’s 

output 𝑦௜,௧ is unobserved, only its revenue 𝑟௜,௧ ൌ 𝑝௜,௧𝑦௜,௧, where 𝑝௜,௧ is the price per unit of the 

firm’s output. This price is also not observed: available price information is usually limited to 

price indices referring to more broadly defined industries to which the firm belongs. Our data 

set is no exception; we use information about firm’s total revenues, deflated by these crude 

indices, as measure for the firms’ outputs. The implication is that price differences occurring at 

a relatively low level – within the broad sectors for which the price indices are published – are 

not adequately measured. As noted by De Loecker (2011), this could bias the measurement of 

productivity. The intuition is clear. For example, we argued above that the bridge over the Great 

Belt could increase productivity, but it may also lead to more competition from firms in other 

locations, and this may in turn affect firms’ output prices and the demand for their product. 

Relying on deflated sales using a broad price index will therefore result in productivity 

estimates that to some extent also reflect price and demand variation.   

Recently, De Loecker (2011) observes that one can improve upon using revenues 

deflated by a broad sectoral price index by taking into account the demand side of the market. 

His approach requires that broadly defined industries can be divided into a number of industry 

segments, assumed to be monopolistically competitive6. Each firm 𝑖 is assumed to produce a 

variety of the product within such an industry segment 𝑠. Consumer preferences for varieties of 

                                                            
6 For example, in his model of the textile industry, he considers segments such as clothing and spinning within the 
textile industry.   
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a product within industry s are of the CES-type. The price of firm 𝑖 is unknown, but at the level 

of industry s a price and quantity index, denoted as 𝑝௦,௧ and 𝑞௦,௧, respectively, are available. De 

Loecker (2011) then shows that the relevant equation to obtain estimates of the production 

function is: 

൫𝑟௜,௧ െ 𝑝௦,௧൯ ൌ 𝛽௟𝑙௜,௧ ൅ 𝛽௞𝑘௜,௧ ൅ 𝛽௠𝑚௜,௧ ൅ 𝛽௦𝑞௦,௧ ൅ 𝜔௜,௧
∗ ൅ 𝜉௜,௧

∗ ൅ 𝑢௜,௧ . ሺ4ሻ             

The variable on the left-hand side is the firm’s revenue deflated by the price index for industry 

s (note that variables are in logs). The inputs in the production process now appear with a 

different coefficient, 𝛽௛, ℎ ൌ 𝑙, 𝑘, 𝑚 that can be shown to equals 𝛼௛ multiplied by the firm’s 

markup. The output of industry s appears as an additional variable and its coefficient  𝛽௦ can be 

shown to equal the Lerner index. Similarly, the productivity shock 𝜔௜,௧
∗  equals 𝜔௜,௧ multiplied 

by the markup and 𝜉௜,௧
∗  is a demand shock multiplied by the Lerner index. De Loecker (2011) 

shows that the methodology of Levinsohn and Petrin (2003) can, with appropriate 

modifications, be applied to obtain estimates of total factor productivity. As mentioned, there 

are extra data requirements to apply De Loecker’s approach. It requires that industries can be 

subdivided into a number of segments. See below for details. 

 

3.2. Accessibility and the opening of the bridge  

As mentioned, we capture the effect of the bridge on productivity indirectly through its 

effect on travel times and accessibility of locations throughout Denmark. The accessibility 

index we use captures the proximity of a given location to other locations; it has its roots in the 

literature on agglomeration economies. Although the literature offers various different 

indicators (see Rosenthal and Strange (2001, 2004), and Melo et al. (2009)), it has become 

standard to use the distance-weighted sum of employment in surrounding locations (see Lucas 

and Rossi-Hansberg (2002), Spiekermann et al. (2015), and Redding and Rossi-Hansberg 

(2017)). We follow this methodology, but we use travel time rather than distance as weights. 

More specifically, our indicator A is computed for each municipality as the weighted sum of 

full time equivalents (FTE’s) in all municipalities. The value of 𝐴 for municipality 𝑚 is: 

𝐴௠ ൌ ෍ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ
 ሺ5ሻ 

where the summation runs over all municipalities 𝑚ᇱ and 𝑑 denotes distance measured in travel 

time minutes between municipalities. This measure basically captures, for each municipality, 

the ‘proximity’ of workers in other municipalities. A similar measure was used in Dekle and 
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Eaton (1999) (see their equation (1)) and in Lucas and Rossi-Hansberg (2002, p. 1448). Hanson 

(2005) also uses an analogous index to model locations’ proximity to consumer markets.  

The geographical distribution of firms is presented in Figure 17. Economic activity is 

concentrated in a few (relatively) large urban areas around the four largest cities. It turns out 

that the Great Copenhagen Area accounts for about 19.2 % of all firms in our sample.8 Other 

larger cities, i.e., Aarhus, Aalborg and Odense, account for another 10.2 % of the total number 

of firms. Figure 1 also clearly indicates the location of the new bridge (which, in fact, consists 

of two bridges plus a railroad tunnel). It replaces the historical ferry route between the islands 

Zealand and Funen. Zealand is the large island on the right where Copenhagen is located. Funen 

is clearly visible in the middle of the figure; the main city on the island is Odense.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                            
7 The register of businesses includes for each firm the municipality where it is located. To protect the identity of 
the companies for which data exist and to provide sufficient confidentiality protection, Statistics Denmark does 
not provide the exact workplace addresses for companies, but it does provide the municipality code for each 
company.  
8 The municipality of Copenhagen in itself accounts for 6.9 % of all firms. 
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Figure 1. Number of firms per km2 in 1995 (municipal level) 

 
 

 

Combining the information on individual firm location with the available data on FTE’s 

(full time equivalents) from Statistics Denmark and data on travel times between municipalities, 

we use (5) to compute a municipality-specific agglomeration measure to be used in our 

empirical analysis. The travel times between all 98 Danish municipalities are available from 

the Danish National Traffic Model for the year 2002 (Rich et al., 2010). They are derived using 

the complete road network structure including all minor roads, forbidden turns and one-way 

restrictions. The average mean travel time between municipality pairs is 137 minutes, with 

standard deviation 78.8; the minimum is 14.0 minutes and the maximum is almost 6 hours 

(349.8 minutes).9  

To specify the ‘proximity’ weight function, i.e., the parameter 𝛿 capturing the 

decreasing function of travel time, theory does not offer much guidance on how narrowly or 

                                                            
9 The mean travel time within a municipality is different from zero. This implies that the diagonal in the O-D travel 
time matrix is not a vector of zeros. 
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how broadly regional effects should be measured. We initially set 𝛿 to 0.03. This implies that 

FTE’s ‘around the corner’ have a weight 1, while a FTE at the distance of 1 hour has weight 

0.17. Figure A.1 in Appendix A shows the computed weights for different values of the decay 

parameter 𝛿. Given the uncertainty surrounding an appropriate decay parameter, in the 

empirical analysis we estimate models with alternative decay parameters as robustness checks. 

As will become clear, different values do not affect the interpretation of the results. 

In our empirical work, we exploit the construction of the 18 km long Great Belt Bridge 

that links the eastern and western parts of Denmark. The Great Belt Bridge opened in June 

1998.10 The bridge is open 24 hours a day, 365 days a year. The new infrastructure obviously 

affects the travel times between municipalities on opposite sides of the bridge; it does not affect 

travel times between municipalities on the same side. Moreover, although there is a toll on the 

new bridge, it is broadly equal to the price of a ferry crossing prior to the opening of the bridge, 

so that the change in travel time is the only major effect of the bridge on travel costs.  

Our data consist of a panel over the period 1995-2002, in other words just before and 

after the opening of the bridge. As mentioned above, very detailed information on actual travel 

times is available for 2002, but this is not the case before 2002. We therefore capture the effect 

of the opening of the Great Belt Bridge in 1998 by adding, for travel times before 1998, 24 

minutes for all links between municipalities that cross the Great Belt. This corresponds to the 

difference between the travel time across the Great Belt by ferry and the free flow travel time 

for a motor vehicle crossing the bridge.11 Since using the ferry also implied some waiting time 

and uncertainty under bad weather conditions, this is a conservative way of dealing with the 

impact of the bridge on travel times. Importantly, note that we ignore other changes in the road 

network apart from the opening of the new bridge, because our travel time data refers to one 

year only (2002). So we proceed as if all travel times are equal to their 2002 values, except 

when the origin and destination are on different sides of the Great Belt bridge. Changes in our 

accessibility measure clearly only capture the travel time changes due to the bridge, not changes 

in travel times due to other adaptations of the highway system. Since the other changes in the 

road network over the period considered were very small, we do not expect this limitation of 

our data to have much impact on our results. In our empirical analysis below, as a robustness 

                                                            
10 The Danish parliament adopted the Construction Act for the Great Belt link in June 1987. Construction work 
began in August 1990. 
11 The bridge is in general uncongested. It seldom happens, but particularly severe weather can affect traffic on the 
bridge. 
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check, we did consider the effect of changes in the distance to the nearest highway ramp as 

additional information when estimating the effect of the bridge on productivity. 

 

3.3 Estimating the impact of the bridge on productivity 

To find the impact of the bridge on firm productivity, we regress the firm- and year- 

specific estimates of total factor productivity 𝑡𝑓𝑝෢
௜,௧ on the log of the accessibility, denoted 

𝑎௠ሺ௜ሻ,௧: 

𝑡𝑓𝑝෢
௜,௧ ൌ 𝛾௜଴ ൅ 𝛾ଵ𝑎௠ሺ௜ሻ,௧ ൅ 𝛾௧ ൅ 𝜀௜,௧. ሺ6ሻ 

In this equation 𝑚ሺ𝑖ሻ denotes the municipality in which firm 𝑖 is located. Note that the intercept 

𝛾௜଴ is firm-specific. Since we have panel data for firms, we can control for all differences in 

productivity that remain constant over time using firm-fixed effects. This allows us to deal in a 

completely general way with the concern that the level of firm productivity may be correlated 

with the level of accessibility, for instance because firms in Copenhagen tend to be more 

productive than those in Jutland. Finally, 𝛾௧ captures time-fixed effects.  

            A typical concern in studies analyzing the effect of infrastructural improvements is that 

these are often realized in response to existing bottlenecks in the network, raising serious 

concerns about endogeneity. For example, if the timing or the location of highway or rail 

extensions is selected according to trends and locational patterns in economic development, the 

improvements are not random, causing correlation between accessibility and the error term. Not 

surprisingly, therefore, previous studies on the productivity effects of highway or rail extensions 

have devoted much attention to possible endogeneity issues (Holl (2016), Ahlfeldt and 

Feddersen (2018), Gibbons et al. (2019), Fretz et al. (2017)). However, by focusing on one 

localized huge investment in new infrastructure the endogeneity argument is in the setting of 

the current paper less of a concern. There are good arguments why neither the location nor the 

timing of the bridge are likely to be endogenous. A brief history of the development of the idea 

for the bridge suggests that the location was exogenous: it was situated where the distance 

between the islands it connects was shortest on the exact same location where a ferry service 

had been operating for several centuries.12 Moreover, the timing of the opening of the bridge 

can be considered exogenous as well. It was heavily dependent on the political situation of the 

                                                            
12 The first documented regular “vessel “route crossing the Great Belt was introduced in 1624. In the 18th century,  
the connection was improved both for passenger and delivery (post) services, and new vessels were operating the 
service. In the early 19th century, the link was serviced by steam-operated ships. Note that as early as 1858 there 
was a proposal to connect the two Danish islands Zealand and Funen. An engineer A.F. Tscherning proposed a 
tunnel under the Great Belt. 
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moment; moreover, the scale of the project, the long construction time and the technical 

challenges involved made it hard to determine the opening date of the bridge in advance13. It is 

very unlikely that it was affected by economic developments on either side of the bridge.   

            However, given the way we constructed the accessibility index, there is another 

endogeneity issue that deserves attention. Although in some regions changes in accessibility 

are dominated by the opening of the bridge, they also depend on the complete distribution of 

the evolution of local employment, see expression (5) above. If changes in local productivity 

are associated with changes in local employment and if the latter strongly affect the accessibility 

index then this may lead to correlation between changes in productivity and in accessibility that 

are not informative about the impact of the bridge. Alternatively, suppose the bridge was 

constructed in response to an (expected) increase in employment, then this might lead to reverse 

causality. To cope with these issues, it has been suggested to remove the employment variations 

from the accessibility index to ‘purify’ the measure so that it more precisely captures the effect 

of the infrastructural improvements only (for an application in another context, see Ahlfeldt and 

Feddersen (2018)). Although the history of the bridge implies that the decision where and when 

to construct it was not taken on the basis of considerations with respect to employment growth, 

in Section 5.4 we also report results when a ‘constant employment’ accessibility index is used 

instead of the one described above.  

 

 

4. The data 

To study the effects of the opening of the bridge in 1998, the data used in the empirical 

analysis are derived from annual register data from Statistics Denmark for the years 1995–2002. 

Statistics Denmark maintains a register of businesses designed to capture the total population 

of establishments. The register contains extensive account and balance sheet information. It 

provides, at the company level, data on sales, investments, inputs, employment and capital 

stock. Moreover, information is provided on the industrial sector (using a very detailed 

disaggregation of industries), the ownership structure of the business (for example, plants under 

common ownership) and its geographical location at the municipality level.  

                                                            
13 In 1936 the first bridge-idea (a bridge with railway and road) came up, but the project was not realized due to 
the Second World War. In 1948 an expert group was appointed in order to explore the possibilities for a Great Belt 
bridge. In 1965 the Danish government offered an award for the best bridge project. It announced  4 winners of 
the competition in 1967. However, due to political difficulties, the oil crises, and a number of new analyses, the 
bridge project was postponed again. The Danish parliament finally adopted the Construction Act for the Great Belt 
link in June 1987. Construction work began in August 1990. The bridge opened in 1998. 
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We observe the full population of establishments, which we refer to as firms. However, 

like many similar data sources from other countries, the Danish register of businesses includes 

accounts and balance sheet data at the company and not at the plant level, so that outputs and 

inputs cannot be assigned to individual plants in multi-plant companies.14 This implies that 

plant-level productivity cannot be estimated for multi-plant companies. We therefore restrict 

the sample to single-plant firms.15  

Statistics Denmark has organized the total number of registered industries in Denmark 

(825) into a number of NACE-standard groupings.16 We focus on industries belonging to three 

aggregate sectors at the one-digit level for which we observe balance sheets for the years 1995–

2002, i.e., i) manufacturing, ii) construction, and iii) wholesale and retail trade, hotels and 

restaurants. Our empirical analyses are conducted at the NACE four-digit grouping, in total 

containing 53 industries. However, for various reasons a number of industries had to be 

excluded.17 One implication is that from the sector ‘wholesale and retail trade’ only ‘retail trade 

and repair work’ turned out to be useful. Note that the sample consists of an un-balanced panel 

of 200,177 observations covering the period 1995–2002.  

In Table 1 we provide information on the distribution of firms at the one-digit level by 

year in the final sample used for estimation. The number of manufacturing firms decreased by 

approximately 10% during the period considered, while the number of construction and service 

firms increased by some 18% and 12%, respectively. Table 2 reports the number of observations 

per industry at the four-digit level. Firms in our sample are mainly concentrated in 

manufacturing and construction. In the manufacturing sector we find the largest number of 

firms in the industries ‘processing of basic metals’, ‘paper’ and ‘machinery and equipment’.   

 

 

                                                            
14 Each plant is assigned a unique identification number and a company identification number corresponding to 
the firm that owns them (so plants under common ownership share a common company identifier). Accounts and 
balance sheet information is only available at the company level.  
15 We delete about 22 % of observations that correspond to multi-plant companies. 
16 NACE: Nomenclature générale des Activités économiques dans les Communautes Europeennes.  
17 Some industries had to be excluded because of the small number of firms (examples include ‘sale of automotive 
fuel’ and ‘wholesale of perfume and cosmetics’. Others were deleted (for example, ‘manufacturing of wood and 
wood products’ and ‘manufacturing of rubber and plastic products’) because for these industries we do not observe 
segments, as required for the econometric technique used to estimate productivity, see De Loecker (2011) and the 
discussion above. The number of observations was further reduced by deleting observations with missing values, 
or zero sales and zero employment. Also note that in Denmark, during the studied period smaller privately owned 
businesses where not required to report balance sheets.  
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Table 1. Number of firms by year (one-digit NACE sectors) 
Year  Manufacturing Construction Wholesale and retail trade Total 
1995   9,364 10,037 4,453 23,854 
1996   9,287 10,340 4,655 24,282 
1997   9,142 10,773 4,691 24,606 
1998   9,099 11,066 4,719 24,884 
1999   9,223 11,434 4,865 25,522 
2000   9,128 11,957 4,990 26,075 
2001   8,828 11,842 4,942 25,612 
2002   8,495 11,849 4,998 25,342 
Total 72,566 89,298 38,313 200,177 

 

 

Table 2. Number of observations by sector (four-digit NACE sectors) 
NACE one-digit sectors  NACE four-digit sectors Number of 

observations 
Manufacturing Mfr. of food, beverages and tobacco    6,395   

Mfr. of textiles and leather    4,943   
Mfr. of paper prod.; printing and publish.   12,200   
Mfr. of chemicals    1,681   
Mfr. of other non-metallic mineral products    2,829   
Mfr. and processing of basic metals   16,026   
Mfr. of machinery and equipment   10,649   
Mfr. of electronic components    8,139   
Mfr. of transport equipment    2,542   
Mfr. of furniture; manufacturing n.e.c.    7,162   

Construction Construction   89,298   
Wholesale and retail trade Other retail sale, repair work   38,313   
Total  200,177 

 
 

Tables 3 and 4 show summary statistics at the firm level. In Table 3 we report, at the 

one-digit level, the mean of the firms’ turnover, the number of full time equivalents and the 

capital stock over the sample period. The mean turnover is almost constant over time; the slight 

mean changes in employment and capital are consistent with very modest labor-capital 

substitution. In all three cases the high standard deviations indicate that we have substantial 

variation across firms. Table 4 contains similar information at the level of the four-digit NACE 

sectors. It suggests that both in terms of average turnover and employment levels the largest 

sectors considered are (i) the chemical industry, (ii) the production of transport equipment and 

(iii) food, beverages and tobacco. 
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Table 3. Means and standard deviations for selected variables (1995-2002) 
Year  Turnover  

(1000 DKK) 
Full Time job  
Equivalents 

Capital 
(1000 DKK) 

1995 11,763     11.82    2,953     
 (55,292)   (46.29)  (20,543)  
1996 11,607     11.46    2,834     
 (57,283)   (43.99)  (18,448)  
1997 11,821     11.54    2,971     
 (50,330)   (39.44)  (26,081)  
1998 11,881     11.43    2,872     
 (51,171)   (40.27)  (18,398)  
1999 11,958     11.25    2,981     
 (55,238)   (38.19)  (21,762)  
2000 11,812     10.99    3,037     
 (49,108)   (34.65)  (36,155)  
2001 11,940     11.01    3,237     
 (53,096)   (35.28)  (37,571)  
2002 11,829     10.63    3,261     
 (52,177)   (32.79)  (28,934)  

Notes: Number of observations is 200,177. Standard deviations are in parentheses. Note that 1 Danish crown 
(denoted DKK) ൎ 0.13 €. 
 

 

Table 4. Means and standard deviations for selected variables  
(four-digit NACE sectors) 

 Turnover       
(1000 DKK) 

FTE Capital 
(1000 DKK) 

Mfr. of food, beverages  35,187 20.49 9,412 
   and tobacco (99,341) (56.46) (69,227) 
Mfr. of textiles and  17,589 14.57 5,635 
   leather (64,374) (32.68) (30,458) 
Mfr. of paper prod.;  14,980 12.38 3,757 
   printing and publish. (43,298) (26.30) (16,304) 
Mfr. of chemicals 60,120 35.06 23,770 
 (173,219) (98.24) (95,865) 
Mfr. of other non- 18,897 17.46 6,827 
   metallic mineral prod. (50,782) (45.27) (26,371) 
Mfr. and processing of  14,650 16.77 4,412 
   basic metals (47,764) (43.83) (31,485) 
Mfr. of machinery and  24,646 26.29 7,084 
   equipment (70,843) (70.35) (41,525) 
Mfr. of electronic  23,871 22.78 8,028 
   components (85,149) (58.39) (60,014) 
Mfr. of transport  42,209 38.23 9,350 
   equipment (249,823) (181.95) (67,311) 
Mfr. of furniture;  15,975 17.54 4,281 
manufacturing n.e.c. (82,990) (60.85) (20,886) 
Construction 6,607 7.65 1,102 
 (14,587) (12.74) (3,605) 
Other retail sale, repair 5,618 3.95 1,231 
   Work (11,062) (5.00) (15,961) 

Notes: Number of observations is 200,177. Std. dev. is in parenthesis. 1 DKK ൎ 0.13 €. 

 

 

 



20 
 

As the bridge may have very different regional effects, it is useful to consider Denmark’s 

regional economic structure. Figure 2 shows the five major regions (Zealand/Bornholm, Funen, 

South Jutland, East Jutland, and West/North Jutland). Table 5 reports total employment in 

manufacturing, construction and services in these five regions. Zealand/Bornholm has by far 

the largest manufacturing and construction sectors in the country. Manufacturing employment 

in the region declined over the sample period, from about 58,000 to 49,000; the construction 

industry grew from 33,000 to some 38,000. The Funen economy is markedly smaller, 

employing some 20,000 people in manufacturing (with a slight decline after 1998), and a rising 

construction industry (from 6000 to 7800) over the sample period. Note that the three Jutland 

regions all faced declining employment in the manufacturing industry over the sample period, 

partly compensated by slightly increasing construction sector employment18.  

 

Figure 2. The five main regions    

 
.  

                                                            
18 For completeness sake, in Table A.1 in Appendix A we report sectoral information by region.  
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Table 5. Total number of full time job equivalents by sector and region  
Year   1995 1996 1997 1998 1999 2000 2001 2002 
Zealand  Manufacturing 58,147 54,133 53,181 51,846 53,160 52,049 50,145 48,844 
And Construction 33,147 34,107 36,407 36,285 37,284 38,705 38,539 37,558 
Bornholm Services  7,319 7,853 7,852 7,985 8,189 8,550 8,139 8,296 
Funen Manufacturing 20,350 20,448 20,030 20,839 20,187 20,567 20,565 19,629 
 Construction 6,121 6,518 7,320 7,406 7,934 8,538 7,897 7,786 
 Services 1,348 1,388 1,445 1,465 1,462 1,479 1,494 1,621 
South  Manufacturing 33,688 33,793 30,650 31,761 31,383 29,520 29,485 25,689 
Jutland Construction 11,375 11,465 12,162 12,223 12,781 13,989 13,336 12,440 
 Services 2,933 2,866 2,744 2,798 2,833 2,767 2,707 2,574 
East  Manufacturing 30,762 29,986 30,667 30,168 29,358 28,845 29,383 28,087 
Jutland Construction 9,226 9,753 10,876 11,127 11,852 12,099 12,437 12,208 
 Services 2,468 2,629 2,721 2,743 2,789 2,860 2,703 2,829 
West and Manufacturing 46,753 43,883 46,659 46,014 45,024 43,184 41,953 38,483 
North Construction 14,739 15,594 17,329 17,788 18,787 19,270 19,364 19,287 
Jutland Services 3,550 3,878 3,877 4,024 4,083 4,015 3,952 3,974 

 

 

5. Empirical results: productivity, accessibility and the bridge  

In this section, we turn to the empirical results. In a first subsection, we summarize the 

results when estimating productivity, using both the Levinson-Petrin and De Loecker 

approaches. A second subsection presents information on the estimated accessibility indices 

before and after the opening of the bridge. Subsection three reports our findings of estimating 

the effect of accessibility on firm-level productivity. A final subsection zooms in on the specific 

role of the bridge.  

  

5.1. Productivity 

We estimate separate production functions for each of the four-digit industries listed in 

Table 4, using the two methods described in section 3.1. We limited the analysis to firms that 

did not relocate over the period 1995-2002; this reduces the total number of observations to 

193,237 or about 96 % of the total number of observations.19   

To apply De Loecker’s (2011) methodology we decomposed four-digit industries into a 

number of segments. To give an example, for the construction industry we observed seven 

subsectors: i) general contractors, ii) bricklaying, iii) installing of electrical wiring and fittings, 

iv) plumbing, v) joinery installation, vi) painting and glazing, and vii) other construction works. 

                                                            
19 Only 4% of firms in our sample relocate. These firms are not much different from the other firms in our sample, 
see Table A.2 in Appendix A. 
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For the manufacturing industries we observed anywhere between three and six segments, with 

two exceptions: for transport equipment and furniture, we observed only two subsectors. Table 

A.3 in Appendix A provides more detailed information on the segments we distinguished.   

We present detailed results of the estimated production functions in Appendix A, see 

Table A.4. The main findings can be summarized as follows. First, for the majority of sectors 

considered (including construction; food, beverages and tobacco; and chemicals), the 

hypothesis of constant returns to scale cannot be rejected. In cases where it is statistically 

rejected, scale economies (for example, for paper production) or diseconomies of scale 

(machinery and equipment; furniture) are very mild. Second, the coefficients of the inputs in 

production using De Loecker’s methodology are almost systematically higher than when using 

the approach of Levinson and Petrin. As noted by De Loecker (2011, p. 1435-1436) there are 

two biases in the latter approach that may operate in opposite directions. First, omitted variable 

bias leads to downward bias in the coefficients of the inputs labor and capital. Second, however, 

simultaneity bias leads to a lower coefficient for labor and a higher coefficient for capital. The 

overall effect is therefore theoretically ambiguous; in our data set, the former bias seems to 

dominate the latter.  

Based on the estimated production functions we then derive firm-level productivity 

estimates, as explained in section 3.1. In Table 6 we present summary statistics for the log of 

total factor productivity (denoted tfp) implied by our production function estimates. It is clear 

from these figures that there are important qualitative differences between the results of the two 

approaches. Compared to De Loecker’s method which accounts for demand side adjustments, 

the implied mean productivity is overestimated if we use the Levinsohn-Petrin approach. The 

latter approach mixes productivity and demand effects, whereas the former attempts to remove 

the demand effects to get a ‘pure’ productivity measure.  

 

Table 6. Summary statistics for the log of total factor productivity (tfp)  
 Mean Std. Dev. Min. Max. 
tfp (Levinsohn-Petrin) 5.638 0.503  1.709  10.174 
tfp (De-Loecker) 4.930 0.998 -0.212  13.971 

Notes: Number of observations: 193,277.  

  

 

Table 7 shows the development of productivity over the years. Note that De Loecker’s 

approach yields systematically lower productivity levels. Ignoring the impact of demand and 

price changes potentially contaminates the productivity estimates resulting from Levinsohn and 
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Petrin’s methodology. The results suggest that these changes muted overall productivity 

estimates. However, more interesting than the absolute figures are the annual productivity 

changes they imply. Both approaches suggest that over the period we considered productivity 

growth was mostly negative, except for 1998 – the year the bridge opened – and, to a lesser 

extent, in 2000. The figures in Table 7 based on Levinsohn-Petrin imply annual productivity 

growth ranging between -0.64% and +0.83%; using De Loecker’s method the range is from -

0.48% to +1.10%. Interestingly, comparing 2002 with 1995, the latter approach suggests 

productivity growth, the former a productivity decline.  

 

 

Table 7. Summary statistics for the log of total factor productivity (tfp), by year 
 Levinsohn-Petrin  De Loecker 
Year Mean Std. Dev.  Mean Std. Dev. 
1995 5.656 0.519  4.916 1.018 
1996 5.627 0.515  4.898 1.021 
1997 5.619 0.497  4.895 0.994 
1998 5.666 0.493  4.949 0.998 
1999 5.638 0.482  4.925 0.992 
2000 5.656 0.521  4.963 0.997 
2001 5.620 0.496  4.951 0.988 
2002 5.617 0.501  4.946 0.970 

Notes: Number of observations: 193,277.  

 

In Table 8 we decompose productivity by region. The results confirm the different 

results of the two approaches to estimate productivity. Comparing productivity estimates in 

2002 with those in 1995 using De Loecker’s method, we see a strong productivity increase in 

Zealand/Bornholm and to a much lesser extent in Funen and East Jutland. All regions suffered 

a productivity decline, based on the Levinsohn-Petrin estimates.  
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Table 8. Summary statistics for the log of total factor productivity (tfp), by year and 
region 

 Zealand and 
Bornholm 

Funen South  
Jutland 

East  
Jutland 

West and 
North Jutland 

 Levinsohn-Petrin 
1995 5.612 5.657 5.703 5.656 5.705 
 (0.533) (0.502) (0.508) (0.508) (0.506) 
1996 5.582 5.626 5.664 5.635 5.679 
 (0.522) (0.494) (0.512) (0.516) (0.507) 
1997 5.576 5.621 5.645 5.628 5.672 
 (0.500) (0.484) (0.487) (0.502) (0.490) 
1998 5.625 5.667 5.689 5.671 5.719 
 (0.500) (0.487) (0.487) (0.489) (0.486) 
1999 5.595 5.637 5.672 5.643 5.690 
 (0.487) (0.472) (0.481) (0.480) (0.473) 
2000 5.616 5.670 5.689 5.661 5.699 
 (0.532) (0.507) (0.496) (0.524) (0.516) 
2001 5.592 5.620 5.635 5.617 5.666 
 (0.502) (0.494) (0.474) (0.498) (0.495) 
2002 5.589 5.620 5.622 5.627 5.657 
 (0.502) (0.510) (0.491) (0.515) (0.486) 
 De Loecker 
1995 4.842 4.969 4.994 4.906 4.982 
 (1.068) (0.933) (0.988) (1.052) (0.943) 
1996 4.828 4.930 4.957 4.895 4.975 
 (1.063) (0.947) (0.991) (1.069) (0.946) 
1997 4.828 4.941 4.938 4.905 4.963 
 (1.040) (0.917) (0.961) (1.040) (0.917) 
1998 4.891 4.988 4.986 4.951 5.010 
 (1.037) (0.934) (0.964) (1.043) (0.935) 
1999 4.863 4.971 4.977 4.924 4.985 
 (1.033) (0.919) (0.966) (1.037) (0.922) 
2000 4.908 5.018 5.010 4.963 5.010 
 (1.041) (0.918) (0.970) (1.044) (0.922) 
2001 4.910 4.987 4.980 4.934 5.004 
 (1.028) (0.925) (0.950) (1.038) (0.922) 
2002 4.911 4.973 4.958 4.944 4.992 
 (1.000) (0.920) (0.940) (1.028) (0.907) 

Note: Number of observations: 193,277. Std. dev. are in parenthesis.  
 

 

5.2. Accessibility and the effect of the bridge 

In Table 9, we report the results of the calculated mean accessibility indices for 1995 

and 2002 (before and after the opening of the bridge in 1998), calculated using expression (5) 

in Section 3.2. We do so for Denmark as a whole and for the five regions defined above. Mean 

accessibility at the country level increased by 12.24%, but this figure hides large regional 

variability. By far the largest increase in accessibility is experienced by Funen (some 36%) 

located across the bridge opposite the Copenhagen region: Funen’s ‘proximity’ to the 

Copenhagen area is drastically increased by the opening of the bridge. The increase for the other 
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regions is more modest, especially for West and North Jutland, which is a low density region 

located at a much larger distance from the bridge.  

 

Table 9. Changes in mean for accessibility measure 𝑨 between 1995 and 2002 
Regions A 

in 1995 
A  

in 2002 
Pct. change between 

1995 and 2002 
Zealand and Bornholm 305 339 11.08% 
Funen 96 130 36.00% 
South Jutland 123 135 10.54% 
East Jutland 141 161 13.67% 
West and North Jutland 93 101 8.68% 
Total 202 227 12.24% 

Note: The accessibility measure (𝐴) has been computed as a weighted sum of FTEs in all municipalities, 𝐴௠ ൌ
∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 
denotes distance measured in travel time minutes between municipalities, and 𝛿 ൌ 0.03. Number of observations 
for each year equal the number of municipalities (98). 
 

In Figure 3 we give a more detailed view of the increase in the calculated indices 

between 1995 and 2002 for individual Danish municipalities. Accessibility increased most in 

municipalities closest to the new bridge; these include several municipalities on Zealand and 

all those on Funen. Especially on the eastern part of Funen accessibility increases dramatically, 

by more than 50%.  
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Figure 3. Percentage changes in accessibility measure 𝑨 between 1995 and 2002 

 
Note: The accessibility measure (𝐴) has been computed as a weighted sum of FTEs in all municipalities, 𝐴௠ ൌ
∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 
denotes distance measured in travel time minutes between municipalities, and 𝛿 ൌ 0.03. Number of observations 
for each year equal the number of municipalities (98). 
 

 

5.3. The bridge, accessibility and productivity 

In this subsection, we present the results when estimating the effect of accessibility 

(which includes the effect of the bridge) on firms’ productivity, following the methodology 

explained in Section 3.3.  

Table 10 shows a first set of results20. They report the effect of accessibility on 

productivity; all estimated equations included firms- and year- fixed effects. The estimated 

coefficient associated with the agglomeration measure is positive and significant in both 

specifications. The elasticity of total factor productivity with respect to agglomeration is 

                                                            
20 The results reported in Table 10 are based on a distance decay parameter in the  accessibility measure that equals 
0.03. This value is somewhat arbitrary and we have therefore also estimated the equation for a range of other 
values. The results are insensitive to the value for the decay parameter. See Table A.5 in Appendix A. 
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estimated at 0.019 and 0.027, depending on whether demand effects are included in the 

estimation procedure for productivity. Note that the estimated productivity effect of 

accessibility is larger using De Loecker’s approach than using Levinsohn-Petrin’s approach. 

The former approach removes the effect of price and demand adaptations, so that a given change 

in accessibility will on average yield a larger impact on estimated productivity.  

 

 
Table 10. Firm fixed effect models for accessibility impact on firm-level tfp  

 Levinsohn-Petrin De Loecker 
 [1] [2] 
log(A) 0.019*** 0.027*** 
 (0.004) (0.006) 
Year-fixed effect Yes Yes 
R-squared 0.007 0.007 
Number of obs. 193,277 193,277 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels, 
respectively; standard errors clustered at the municipality level are in parentheses. 
 
 
 

It could be argued that the estimated effect of accessibility on productivity is small. For 

example, based on the estimates in Table 9, mean accessibility of municipalities in Denmark 

went up by 12.24% between 1995 and 2002. Our estimates in Table 10 then suggest that this 

implies an overall increase in productivity (using De Loecker’s approach) of just 0.33%. 

However, note from Figure 3 and Table 9 that accessibility changes were much larger in some 

regions than in others. Moreover, as shown below, the estimated effect of accessibility itself 

varies a lot between regions as well as production sectors. In general, firms that do not require 

much freight transport in production and that sell on the local market, or firms that are located 

far from the bridge, may be almost unaffected by the transport cost reductions. Furthermore, 

sectoral and regional variation may not be independent. For example, it follows from Table 5 

above that about 60% of FTE’s in manufacturing are located in the more remote areas (South-, 

East-, West- and North Jutland); construction firms on the other hand seem to be to a larger 

extent concentrated in the two regions closer to the bridge (Zealand/Bornholm and Funen). 

Small firms may be operating more on local markets than large ones, and depend less on 

country-wide accessibility. But if small firms are start-ups, looking for new clients throughout 

the country, they may benefit more from accessibility improvements (possibly due to the 

bridge) than their larger counterparts that exploit an existing network. 
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To explore the accessibility effects further we report the results of decomposing our 

observations on the basis of sector, region and firm size (as observed in 1995). The implications 

of accounting for regional variation are reported in Table 11. We learn that the opening of the 

bridge has affected productivity most for firms in Funen and, to a lesser extent, for firms in 

Zealand/Bornholm, which includes the greater Copenhagen region. It might be argued that these 

findings are unsurprising, because these two regions are the ones connected by the new bridge 

and therefore experiencing the largest shock in accessibility. However, the results mean 

something stronger, viz. these regions are most strongly affected by a given change in 

accessibility. For example, consider the implications for Funen. Accessibility increased on 

average by 36% between 1995 and 2002 (see Table 9). Using the estimated coefficient of 

accessibility changes on firm productivity in Funen  then results in an estimated 1.87% average 

productivity increase for firms located there. Do note that productivity in the regions further 

away from the bridge is not significantly affected by accessibility changes at all. Also note that 

Funen is a relatively small part of Denmark, and that the change in accessibility is substantial 

throughout the island, which makes it difficult to distinguish the impact of the accessibility 

shock from year-effects. To see why, note that the coefficient for accessibility is estimated on 

the statistical association between differences in accessibility and differences in productivity. 

The limited variation in the differences in accessibility in Funen then suggests that the 

productivity gain may have been partly absorbed in the year-fixed effect. 

 

Table 11. Firm fixed effect models for accessibility impact on firm-level TFP for 
different regions (total factor productivity based on De Loecker’s (2011) method) 

 Zealand and  
Bornholm 

Funen South 
Jutland 

East 
Jutland 

West and 
North 

Jutland 
 [1] [2] [3] [4] [5] 
log(A) 0.027** 0.052* -0.007 -0.019 -0.006 
 (0.008) (0.024) (0.010) (0.010) (0.060) 
Year-fixed effect Yes Yes Yes yes yes 
R-squared 0.004 0.009 0.010 0.004 0.004 
Number of obs. 76,632 17,261 28,044 29,452 41,888 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 

of FTEs in all municipalities, 𝐴𝑚 ൌ ∑ 𝐹𝑇𝐸𝑚′ 𝑒െ𝛿 𝑑
𝑚 𝑚′

𝑚′ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels 
respectively; standard errors clustered at the municipality level are in parentheses. 
 

Table 12 reports estimates separately for the manufacturing industries, the construction 

industry, and the retail trade industry. Interestingly, we find no significant effect for the 

manufacturing sector at all. This differs from Holl (2016) who does find significant effects of 
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the proximity to highways on firms’ productivity in Spain’s manufacturing sector as a whole. 

Although the difference in results is remarkable, its importance should not be overstated. First, 

she does report substantial heterogeneity in the impact of highways on firm productivity, with 

no significant effect estimated for the majority of sectors21. The sectors that do yield significant 

effects are ‘mainly traditional manufacturing industries – which tend to have a higher weight-

to-value ratio.’ (Holl, 2016, p. 132). Such industries are much less important in Denmark, a 

high wage country where the manufacturing sector emphasizes much more high value-added 

products. This may be part of the explanation for the difference in results. Second, Holl (2016) 

uses a different productivity index as well as a different explanatory variable (viz., proximity 

to highways) to capture the role of improved infrastructure22. Do note that her reported 

elasticities of total factor productivity with respect to distance to the nearest highway are 

somewhat smaller -- but of the same order of magnitude (they range between 0.013-0.019) -- 

as our estimated effects of accessibility for Danish firms in general (see Table 8, with estimates 

ranging between 0.019-0.027). 

The estimated impact of the bridge on the productivity of the construction industry is 

highly significant, see Table 12. Of course, one could argue that many of these firms may have 

benefited directly or indirectly during the construction stage of the bridge. However, note that 

our estimates refer to effects realized after the opening of the bridge: our accessibility index 

only strongly increases when the bridge opened in 1998. If the construction itself would have 

caused a temporary increase in productivity of construction firms before the opening of the 

bridge, one might in fact expect a negative impact of the bridge becoming operational itself. 

This provides some support to the interpretation of our estimate as referring to an impact of the 

bridge that is truly associated with the improved accessibility.    

The impact of the opening of accessibility and the bridge on the retail trade industries is 

significant and quite large as well. These industries are typically located closer to the main 

population centers, and a relatively larger share is based on Zealand and Funen. For many of 

                                                            
21 Table E1 in Holl (2016) reports significant effects on productivity with the expected sign in 4 out of 20 
manufacturing industries; for one sector the significant coefficient has the unexpected negative sign. When we 
estimated our model for each of the manufacturing industries separately, accessibility was insignificant in all 
sectors considered. The results are available from the authors. 
22 Although we do have information on the proximity to the nearest highway ramp, we cannot replicate the 
specification Holl (2016) uses, because we do not have access to an acceptable instrument to cope with the 
endogeneity of this variable. We do use it as a robustness check below, to investigate whether it affects our 
accessibility estimates when included in the productivity regressions.   
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these firms the bridge may have caused a substantial decrease in transport costs and a sizeable 

increase in their (potential) market area. 

 

Table 12. Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
for considered NACE one-digit sectors 

 Manufacturing Construction Retail trade 
 [1] [2] [3] 
log(A) -0.001 0.026*** 0.054*** 
 (0.009) (0.006) (0.014) 
Year-fixed effect Yes Yes yes 
R-squared 0.004 0.022 0.008 
Number of obs. 69,642 86,564 37,071 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 

of FTEs in all municipalities, 𝐴𝑚 ൌ ∑ 𝐹𝑇𝐸𝑚′ 𝑒െ𝛿 𝑑
𝑚 𝑚′

𝑚′ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels 
respectively; standard errors clustered at the municipality level are in parentheses. 

 

 Finally, Table 13 presents the results of decomposing the sample of firms on the basis 

of the number of employees. It shows that only the small firms (<50 FTE) are positively affected 

by the improved accessibility. The aggregate impact on medium-sized and larger firms is not 

significant.23  

 
Table 13. Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
for small, medium and large firms 

 <50 FTEs 50-250 FTEs >250 FTEs 
 [1] [2] [3] 
 De Loecker 
log(A) 0.036*** -0.0003 0.032 
 (0.007) (0.012) (0.030) 
Year-fixed effect Yes Yes yes 
R-squared 0.006 0.003 0.003 
Number of obs. 144,603 41,764 6,910 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. Small firms have less than 50 FTEs, medium firms between 50 and 250 FTEs, and large firms more 
than 250 FTEs. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 
levels, respectively; standard errors clustered at the municipality level are in parentheses. 
 

                                                            
23 Note that we considered estimating the effect of accessibility on productivity, jointly taking into account firm 
size as well as regional and sectoral variation. There are at least two approaches for doing this, but they turned out 
to be too demanding for our data. One approach only requires a single specification but has many coefficients; the 
other approach would be to have separate regressions for every cell of the 45 cells cross table (5 regions x 3 
industries x 3 size classes). Unfortunately, since many of these cells have few observations neither approach 
produced interesting results on top of those reported in the paper.   
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5.4. Isolating the productivity effect of the bridge 

Given the way we calculated the accessibility index, changes in accessibility are not all 

due to the bridge, but they also capture changes in the distribution of employment across 

municipalities. Although some of these employment changes also may have been the result of 

the opening of the bridge, not all of them are. For example, there was a positive trend in 

employment throughout Denmark in the period we considered, so that some increases in local 

employment were likely to be unrelated to the effect of the bridge. Of course, pure trends will 

be reflected in the year-fixed effects, but our coefficient on accessibility reflects the impact of 

the bridge as well as those of the remaining changes in the employment distribution across 

municipalities.  

To investigate the relevance of these issues we calculate an alternative accessibility 

index that artificially eliminates all variability except that which is due to the change in 

infrastructure (the opening of the bridge). A similar approach was suggested by Ahlfeldt and 

Feddersen (2018) in a different context. In our model, it implies calculating accessibility, but 

keeping employment fixed in all municipalities throughout Denmark. Based on straightforward 

algebra, we show in Appendix B how to disentangle the change in accessibility used earlier in 

the paper in two components: the effect of the infrastructure (hence, holding employment fixed) 

and the remaining effect, capturing the effect of changes in the distribution of employment 

(hence, holding travel times fixed).  

The results of this decomposition are in Table 14, both for the country as a whole and 

for the five regions distinguished. The first component captures changes in accessibility holding 

employment in all municipalities fixed at their 1995 values. This ensures that the calculated 

change in accessibility between 1995 and 2002 only reflects the impact of the travel time 

changes due to the bridge. The second component then keeps travel times constant and captures 

accessibility changes associated with changes in employment. The results show that the bridge 

accounts for almost all of the changes in accessibility in Funen, but this is not the case 

elsewhere. Not surprisingly, in regions very far from the bridge (for example, West and North 

Jutland) accessibility changes are more due to employment increases in the Danish economy 

than to the opening of the bridge. Note that there is much more regional variation due to the 

bridge than due to employment changes. The effect of changes in the distribution of 

employment is quite uniform across the country.  
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Table 14. Summary statistics for decomposition of the TFP, by year and region 
 Accessibility measure Accessibility measure Accessibility measure 
 

  
 FTE’s fixed at 1995 level travel times fixed at the 2002 

level 
 

 

1995 2002 

% 
change 1995 2002 

%  
change 

1995 2002 % 
change 

Zealand 
and Born. 

305.38 
(127.74) 

339.22 
(137.69) 

11.08% 
 

305.38 
(127.74) 

312.28 
(125.99) 

2.26% 
 

312.28 
(125.99) 

339.22 
(137.69) 

8.63% 
 

Funen 95.86 
(38.09) 

130.37 
(47.74) 

36.00% 
 

95.86 
(38.09) 

122.79 
(44.74) 

28.09% 
 

122.79 
(44.74) 

130.37 
(47.74) 

6.17% 
 

South 
Jutland 

122.58 
(40.20) 

135.50 
(47.31) 

10.54% 
 

122.58 
(40.20) 

127.55 
(43.46) 

4.05% 
 

127.55 
(43.46) 

135.50 
(47.31) 

6.23% 
 

East 
Jutland 

141.44 
(47.52) 

160.78 
(50.15) 

13.67% 
 

141.44 
(47.52) 

147.61 
(45.93) 

4.36% 
 

147.61 
(45.93) 

160.78 
(50.15) 

8.92% 
 

West and 
North Jut. 

92.70 
(36.71) 

100.75 
(40.59) 

8.68% 
 

92.70 
(36.71) 

93.31 
(37.18) 

0.66% 
 

93.31 
(37.18) 

100.75 
(40.59) 

7.97% 
 

Total 201.98 
(134.67) 

226.70 
(146.34) 

12.24% 
 

201.98 
(134.67) 

209.39 
(133.91) 

3.67% 
 

209.39 
(133.91) 

226.70 
(146.34) 

8.27% 
 

Notes: The accessibility measure (𝐴) has been computed as a weighted sum of FTEs in all municipalities, 𝐴௠ ൌ
∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 
denotes distance measured in travel time minutes between municipalities, and 𝛿 ൌ 0.03; standard deviations are 
in parentheses. 
 

The ‘alternative’ accessibility index gives us two crude and mechanical ways to ‘isolate’ 

the effect of the bridge on productivity or, stated differently, to ‘purify’ the accessibility effect 

on productivity from changes that are potentially unrelated to the opening of the bridge. The 

first one is to take account of the relative importance of the changes in travel time due to the 

bridge in the accessibility index. To illustrate the implications, take a few examples. Consider 

the information in Table 14 for Denmark as a whole. It suggests that the changes in travel time 

specifically due to the bridge contributed to the increase in accessibility for 30% (note that 

3.67/12.24=0.30). The elasticity of productivity with respect to accessibility was estimated 

earlier as 0.027 (see Table 10). Combining these two pieces of information gives a crude 

estimate of the elasticity of productivity with respect to bridge-related accessibility; it amounts 

to 0.008 (=0.027*0.3). This effect is very small indeed, suggesting that on average the bridge 

raised the productivity of Danish firms only very marginally. Using the percentage increase in 

accessibility due to the bridge, we find that the total effect of the bridge was to increase 

productivity by as little as 0.033%. However, looking at individual regions reveals huge 

differences in the effect of the bridge. For Zealand/Bornholm, a similar exercise suggests an 

elasticity of productivity with respect to bridge-related accessibility in Zealand/Bornholm of 

0.055%. Noting that the bridge raised accessibility by 2.26% the total effect of the bridge on 

productivity can be calculated at 0.012%. However, consider Funen, on the opposite side of the 
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bridge. Here Table 14 suggests that 78% of the improvement in accessibility (28.09/36=0.78) 

was directly related to the opening of the bridge. Using the appropriate coefficient of Table 10 

(which equals 0.052) this suggests an elasticity of productivity with respect to bridge-related 

accessibility of 0.041. The total impact of the bridge can therefore be calculated at 1.14% of 

output. This is a sizeable effect for a single piece of infrastructure. Note also that the effect on 

municipalities on Funen closest to the bridge is even much larger. For those communities the 

increase in accessibility is more than 50%, and the contribution to productivity larger than 1.5%.  

A second method to isolate the effect of the bridge is to re-estimate the effect of 

accessibility on productivity, but using the ‘fixed employment’ accessibility index. The 

estimation results for the country as a whole are in Table 15 where, for convenience, we also 

repeat the results when using the standard accessibility index we used before. We limit the 

analysis to the productivity estimates obtained using De Loecker’s method. The results show 

that accessibility changes that are due to the bridge in this ‘narrow’ sense again have  a positive 

effect on the productivity of Danish firms: the estimated coefficient is significant at the 1% 

level. However, the estimates also show that keeping employment fixed has a substantial effect. 

The estimated coefficient of the accessibility change – which was 0.027 using the measure 

discussed before -- reduces to 0.009. Note that this elasticity is almost identical to that obtained 

using the first method described before (equal to 0.008, see above).  

The even distribution of employment changes across all regions observed in Table 14 – 

including regions far from the bridge -- suggests that the bridge is not the main driver of changes 

in the countrywide distribution of employment. A conservative interpretation would then be to 

view our estimate of 0.027 (based on the global accessibility index) and the estimate of 0.009 

(based on the ‘narrow’ index) as an absolute upper and lower bound on the effect of the bridge 

on productivity, respectively.  

 

Table 15. Firm fixed effect models for accessibility impact on firm-level tfp  
 [1] [2] 
log[A (FTE’s vary over time)]  0.027***  
 (0.006)  
log[A (FTE’s fixed at 1995 level)]  0.009*** 
       (0.003) 
Year-fixed effect Yes Yes 
R-squared 0.007 0.005 
Number of obs. 193,277 193,277 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels, 
respectively; standard errors clustered at the municipality level are in parentheses. 
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In Appendix B we further explore the effects of using different accessibility indices, 

distinguishing the impact of the travel time changes due to the bridge and of employment 

changes in the effect of accessibility on productivity. The results confirm that the bridge only 

has a significant effect on productivity in Zealand/Bornholm and Funen, and that the effect in 

Funen is quite a bit larger than in the Copenhagen region. We also estimated relations 

explaining productivity by the two accessibility indices jointly. We found that employment 

changes are more important in explaining productivity than travel time changes for the 

Copenhagen region, whereas the opposite holds for Funen. In that region employment increases 

have no significant effect on productivity, but changes in travel time due to the bridge do 

significantly increase productivity. In the Jutland regions neither of the two indices has any 

effect.   

Two remarks conclude this subsection. First, we pointed out before that other studies 

have used proximity to the nearest highway ramp as an indicator for the changes in 

infrastructure. For several regions, including Funen, such changes were zero over the period 

1995-2002 we studied. Moreover, endogeneity is an obvious problem for this variable and, 

unlike for example Holl (2016), we do not have appropriate instruments to deal with it. As a 

robustness check only, we did control for changes in the highway network at the country level. 

Doing so did not affect the estimated effect of the bridge on productivity at all, see Appendix 

C.   

Second, the bridge could have been constructed in response to an (expected) increase in 

employment, which would lead to reverse causality. The changes in employment that occur 

close to the bridge would then be interpreted incorrectly as a causal impact of the bridge, 

whereas the real causality runs the other way around. Removing the employment changes from 

the accessibility measure (see above) may reduce biases due to the endogeneity of employment. 

However, note that removing employment changes from the accessibility index does not 

necessarily result in an improved estimate of the effect of the bridge. If (6) is the correct 

specification of the relationship between accessibility and total factor productivity, we 

introduce measurement error by removing the changes in employment from the equation, which 

would bias the estimated coefficient downwards if the changes in employment were 

independent of the effect of the bridge on travel times. It is, of course, not clear if these changes 

are independent. It seems likely that a positive impact of the bridge on productivity has 

increased employment for those firms that benefitted most from the reduced travel times. This 

suggests a positive correlation between employment changes and reduced travel times. Under 

the proviso that (6) is correct, we would find the correct value of 𝛾ଵ by taking the employment 
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changes into account when computing the accessibility index, and overestimate this parameter 

if we leave them out. This is clearly not what our data show. 

 

6. Empirical results: wages, and firm births and deaths 

As described in the introduction of the paper, a large shock due to a drastic but localized 

improvement in transport infrastructure may, especially in some locations close to the new 

infrastructure, have effects well beyond firms’ productivity: it may affect wages and land prices, 

it may induce firms to move, and it may lead new firms to be established and others to disappear. 

Due to data limitations, we cannot test the long-run effects of the opening of the bridge for all 

these dimensions. However, in the remainder of this section we do test for the effect on wages, 

and we report on the effect of accessibility on firm births and deaths on both sides of the bridge.   

 

6.1. Wages 

In this subsection, we report the results of Mincerian wage regressions capturing the 

possible effect of the bridge on wages. The data used in the table are derived from annual 

register data from Statistics Denmark for the years 1995–2002. We observe the full population 

of firms and their workers. For each year, we have information on workers’ residence and 

workplace (both at the municipal level), we have data on hourly wages, and we have a range of 

explanatory variables for each worker: educational level, age, gender, full-time versus part-

time, and the sector of employment. We select workers who have been employed for at least 

one year. Our Mincerian wage regression is then based on 1,990,619 workers. 

In Table 16 we report results, ignoring regional differentiation. The model includes 

fixed effects for workers, the industrial sector, the municipality where the firm is located, and 

year-fixed effects. Moreover, we included information on the number of children and 

cohabitation status24. Note that we use worker fixed effects, so that many household 

characteristics are captured by these fixed effects.    

The first column in the table shows that an increase in accessibility significantly raises 

wages, but that the effect is small; the estimated elasticity is 0.0077. Noting from above that 

overall accessibility increased by 12.24% this roughly means that accessibility raised wages by 

0.1% over the period considered. Of course, this small global effect hides regional variability, 

see below. Also note that the coefficient on the agglomeration coefficient slightly decreases 

                                                            
24 Table D.1 in Appendix D reports descriptive statistics for workers. Note that the deleted dummy for cohabitation 
status refers to married workers.  
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when we control for worker characteristics such as the number of children, marital or cohabiting 

status, etc. (see column 2).  

There are two endogeneity issues that deserve attention here. First, we must guarantee 

that accessibility changes are exogenous to workers. We therefore re-estimated the wage 

equation only for the subsample for which residence and job locations did not change (see 

column 3). This avoids endogeneity due to the fact that changes in jobs or residence may have 

been realized because of the changes in accessibility that we are analyzing. Restricting the 

regression to workers who do not change residence and job locations has a significant effect on 

the estimated wage effect.25 The elasticity of wages with respect to accessibility is even lower: 

it reduces to 0.0044. Second, the workings of labor markets suggest that equilibrium wages and 

employment are jointly determined. As our accessibility index is calculated using employment 

information, this might introduce correlation with the error term. However, as the accessibility 

index uses the full distribution of employment changes, both over time and between 

municipalities, and wages are determined at the level of the worker, we expect the potential 

bias this might generate to be very small.   

  

                                                            
25 In our sample, 9.23 % of workers move residence, 22.86 % move job, 27.29 % move job or residence, and 4.80 
% move both job and residence.   
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Table 16. Mincerian wage regression, worker fixed effects 
 [1] [2] [3] 
 All  

workers 
All  

workers 
Job and 

residence  
stayers 

log(A) 0.0077*** 0.0065*** 0.0044*** 
 (0.0001) (0.0001) (0.0004) 
Dummy variable indicating 1 child  0.0238*** 0.0161*** 
  (0.0002) (0.0007) 
Dummy variable indicating 2 children  0.0377*** 0.0252*** 
  (0.0002) (0.0011) 
Dummy variable indicating 3 children  0.0460*** 0.0316*** 
  (0.0003) (0.0012) 
Dummy variable indicating more than 3 children  0.0508*** 0.0360*** 
       (0.0008) (0.0016) 
Dummy indicating registered partnership  -0.0052** -0.0025 
       (0.0022) (0.0034) 
Dummy indicating couple living in consensual union   -0.0135*** -0.0107*** 
       (0.0003) (0.0005) 
Dummy indicating  cohabiting couples  -0.0092*** -0.0060*** 
  (0.0002) (0.0004) 
Dummy indicating singles  -0.0077*** -0.0031*** 
  (0.0002) (0.0007) 
Sector-fixed effect (53 sectors) No Yes No 
Municipality fixed effect (workplace) No Yes No 
Year fix effect Yes Yes Yes 
R squared 0.4900 0.5000 0.5355 
Number of obs. 8,610,211 8,610,211 6,648,714 

Note: Dependent variable is logarithm of hourly wage, the accessibility measure (𝐴) has been computed as a 
weighted sum of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all 
municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between 
municipalities, and 𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 
0.05 and 0.10 levels respectively; standard errors clustered at the municipality level are in parentheses. 
 

 

In Table 17 we further explore the regional variation in the effect of accessibility on 

wages. Interestingly, although we found quite some regional variation in the effects on 

productivity, the accessibility coefficient has the same order of magnitude throughout  the 

whole of Denmark; one exception is South Jutland, for which we find a small and insignificant 

coefficient. The estimated coefficients are only very slightly higher for regions closest to the 

bridge, Zealand/Bornholm and Funen. Based on the estimated coefficients and using the results 

from Table 11 above, the improved accessibility raised wages most in Funen, but even there 

the effect was limited to some 0.25%. Finally, note that in Table D.2 in Appendix D we further 

explore the wage effects across industrial sectors. The results show that an increase in 

agglomeration raised wages in all sectors to approximately the same extent, although the 

coefficient for the construction industry is not significant. 
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Table 17. Mincerian wage regression for different regions for job and residence stayers, 
worker fixed effect  

 [1] [2] [3] [4] [5] 
 Zealand and  

Bornholm 
Funen South 

Jutland 
East Jutland West and 

North 
Jutland 

log(A) 0.0042*** 0.0055*** 0.0018 0.0044*** 0.0033*** 
 (0.0003) (0.0016) (0.0018) (0.0004) (0.0007) 
Dummy variable indicating 1  0.0170*** 0.0145*** 0.0149*** 0.0167*** 0.0154*** 
     child (0.0013) (0.0010) (0.0010) (0.0018) (0.0006) 
Dummy variable indicating 2  0.0271*** 0.0215*** 0.0235*** 0.0254*** 0.0241*** 
     children (0.0021) (0.0018) (0.0014) (0.0028) (0.0012) 
Dummy variable indicating 3  0.0336*** 0.0276*** 0.0301*** 0.0316*** 0.0309*** 
     children (0.0023) (0.0019) (0.0015) (0.0029) (0.0016) 
Dummy variable indicating more  0.0369*** 0.0302*** 0.0370*** 0.0364*** 0.0347*** 
    than 3 children (0.0035) (0.0068) (0.0030) (0.0038) (0.0020) 
Dummy indicating registered  -0.0036 0.0160** -0.0153 -0.0035 -0.0110 
     Partnership (0.0048) (0.0070) (0.0154) (0.0032) (0.0086) 
Dummy indicating couple living  -0.0114*** -0.0086*** -0.0100*** -0.0115*** -0.0102*** 
     in consensual union (0.0009) (0.0015) (0.0012) (0.0015) (0.0009) 
Dummy indicating  cohabiting  -0.0069*** -0.0035*** -0.0055*** -0.0067*** -0.0051*** 
     Couples (0.0006) (0.0008) (0.0008) (0.0005) (0.0007) 
Dummy indicating singles -0.0039*** -0.0005 -0.0025* -0.0040*** -0.0023*** 
 (0.0013) (0.0008) (0.0012) (0.0008) (0.0007) 
Year fix effect Yes Yes Yes Yes Yes 
R squared 0.5210 0.5721 0.5332 0.5432 0.5523 
Number of obs. 3,031,573 550,148 921,929 969,331 1,175,733 

Note: Dependent variable is logarithm of hourly wage, the accessibility measure (𝐴) has been computed as a 
weighted sum of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all 
municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between 
municipalities, and 𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 
0.05 and 0.10 levels respectively; standard errors clustered at the municipality level are in parentheses. 
 

 

6.2. Firm births and deaths 

Finally, as the literature survey above indicated, transport infrastructure makes some 

locations more attractive for new activities. We therefore also considered the effect of the bridge 

on firm births and deaths. We can only do so at the municipal level, which obviously severely 

limits the number of observations. The results in Table 18 suggest that the improvement in 

transport infrastructure has also an impact on the process of creative destruction in which less 

productive plants are replaced by more productive plants. In the aggregate, it suggests that the 

bridge has attracted new firms while having had no significant effect on the disappearance of 

firms. A more detailed look at the regional differences leads to two interesting conclusions. 

First, the bridge has generated a number of firm births in Zealand/Bornholm (the Copenhagen 

region), but we also find some evidence that, despite the large productivity effects on firms in 

Funen, it implied the death of a number of firms on the island (mainly firms related with 

construction activities and support services). Interpreting this from the viewpoint of Krugman’s 
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core-periphery model (Krugman (1991), Krugman and Venables (1995)), this seems to indicate 

that the bridge may well have strengthened the core region at the expense of the periphery. 

Second, unsurprisingly, the bridge did not affect firm births and deaths in the outer Jutland 

regions.  

 

Table 18. Fixed effect models for share of firm births and deaths at the municipality 
level 

 All Zealand 
and  

Bornholm 

Funen South 
Jutland 

East 
Jutland 

West and 
North 

Jutland 
  Births 
 [1] [2] [3] [4] [5] [6] 
log(A) 0.004***  0.007***  ‐0.004  0.001  ‐0.003  ‐0.004 
 (0.001)  (0.003)  (0.008)  (0.003)  (0.006)  (0.004) 
Year-fixed effect  Yes yes yes Yes yes yes 
R-squared 0.094  0.138  0.191  0.095  0.176  0.183 
            
   Deaths 
log(A) 0.005  0.003  0.030*  0.001  0.036  ‐0.014 
 (0.004)  (0.007)  (0.016)  (0.009)  (0.024)  (0.010) 
Year-fixed effect  yes yes  yes  Yes  yes  yes 
R-squared 0.158  0.146  0.369  0.201  0.165  0.181 
            
Number of obs. 784  368  80  96  88  152 

Note: The accessibility measure (𝐴) has been computed as a weighted sum of FTEs in all municipalities, 𝐴𝑚 ൌ
∑ 𝐹𝑇𝐸𝑚′ 𝑒െ𝛿 𝑑

𝑚 𝑚′
𝑚′ , where the summation runs over all municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 

denotes distance measured in travel time minutes between municipalities, and 𝛿 ൌ 0.03. ***, **, * indicate that 
estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels respectively; standard errors 
clustered at the municipality level are in parentheses. 
 

 

7. Conclusion 

In this paper we studied the short-run effects of a large discrete shock in transport 

infrastructure, viz., the opening of the Great Belt bridge (in 1998) connecting the Copenhagen 

region with the rest of the country. We captured the effect of the opening of the bridge through 

its effect on accessibility throughout the country, whereby the bridge drastically affected travel 

times between municipalities located on opposite sides of the bridge. Using the recent 

methodology developed by De Loecker (2011) to account for demand-side effects, we found 

significant positive effects of the improved accessibility on the productivity of Danish firms in 

the construction industry and in the retail industry but, surprisingly, not in the manufacturing 

sectors. The opening of the bridge has affected productivity most for firms in Funen and, to a 

lesser extent, for firms in Zealand/Bornholm, which includes the greater Copenhagen region. 

These findings are unsurprising to the extent that these are the two regions directly connected 
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by the new bridge and therefore experiencing the largest shock in accessibility. What is 

unexpected, however, is that these regions are most strongly affected by a given change in 

accessibility. The bridge increased productivity by more than 1% of output for firms close to 

the bridge. The productivity improvements were limited to relatively small firms that are 

typically active on a local or regional scale. Do note that productivity in the regions further 

away from the bridge is not significantly affected by accessibility changes at all. 

Our estimates of the productivity effects of accessibility changes are consistently larger 

when using De Loecker’s method, which makes an attempt to correct for demand side effects 

on productivity that are ignored in the Levinsohn-Petrin method. This suggests that the positive 

effects of accessibility on productivity are associated with lower prices as would be expected 

when improved accessibility increases competition between firms. 

We further studied the impact of the opening of the bridge on wages throughout the 

country, and on firm births and deaths on both sides of the bridge. We find systematic positive 

but small elasticities of wages with respect to accessibility throughout the country, even in 

regions far from the bridge. Moreover, the evidence with respect to firm births and deaths is 

consistent with Krugman’s core-periphery model: the bridge seems to have stimulated new 

activities in the Copenhagen region at the expense of firms disappearing on the neighbouring 

island Funen. However, note that the mechanism is different, since Krugman’s model has equal 

productivity for all firms. We find a significant positive effect of improved accessibility on 

productivity that is partly or completely eaten away by lower prices, that are probably due to 

increased competition caused by the same change in accessibility, and higher wages.      
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Appendix A. Estimating production functions: Supplementary tables and figures 
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Table A.1. Means and standard deviations  for selected variables by region  
Year   1995 1996 1997 1998 1999 2000 2001 2002 
Zealand and  Turnover (1000 DKK) 10,389     9,886     10,035     10,097     10,175     10,079     10,012     9,903     
Bornholm  (42,496)   (35,568)     (36,979)    (36,696)     (38,097)    (37,612)     (41,633)    (35,643)    
 Full Time job Equivalents 10.40     9.85     9.91     9.62     9.55     9.35     9.22     9.04     
  (34.39)    (28.15)     (28.61)     (26.43)     (26.76)     (23.42)    (23.81)     (24.96)   
 Capital (1000 DKK) 2,638     2,431     2,420     2,467     2,580     2,955     3,038     2,750     
  (21,039)   (15,845)     (14,423)    (15,350)     (17,480)    (47,200)     (47,081)    (22,691)    
Funen Turnover (1000 DKK) 11,665 12,528 12,516 13,074 13,289 13,653 14,322 14,901 
  (67,793) (96,166) (82,557) (82,733) (96,384) (82,024) (97,880) (111,328) 
 Full Time job Equivalents 13.11 13.21 13.16 13.58 13.15 13.04 13.36 13.21 
  (73.37) (74.81) (72.88) (72.78) (65.71) (62.46) (66.68) (65.46) 
 Capital (1000 DKK) 3,323 3,259 4,679 3,400 3,277 3,269 3,806 4,672 
  (23,298) (23,378) (39,443) (24,420) (23,611) (24,197) (28,252) (25,936) 
South  Turnover (1000 DKK) 15,005 14,960 14,475 14,487 14,542 13,950 14,069 13,097 
Jutland  (94,466) (97,121) (67,011) (71,835) (68,447) (66,198) (66,219) (56,563) 
 Full Time job Equivalents 13.62 13.56 12.88 13.14 13.08 12.49 12.50 11.49 
  (69.68) (68.64) (43.24) (53.02) (47.80) (42.83) (42.40) (31.06) 
 Capital (1000 DKK) 3,511 3,645 3,473 3,327 3,560 3,075 3,242 3,200 
  (23,065) (24,941) (21,007) (19,454) (23,074) (18,577) (20,052) (17,653) 
East  Turnover (1000 DKK) 11,551 11,554 11,729 11,616 11,604 11,528 12,146 12,671 
Jutland  (42,388) (41,476) (41,980) (38,677) (36,943) (35,115) (39,219) (43,622) 
 Full Time job Equivalents 11.86 11.70 11.92 11.80 11.37 11.22 11.54 11.30 
  (36.62) (35.82) (36.77) (36.12) (31.13) (30.62) (31.02) (29.74) 
 Capital (1000 DKK) 2,897 2,615 2,644 2,733 3,010 3,151 3,358 3,622 
  (18,195) (12,347) (10,447) (15,795) (27,239) (35,665) (38,459) (37,768) 
West and Turnover (1000 DKK) 12,264 12,207 13,134 13,161 13,325 13,134 13,122 12,904 
North  (39,749) (38,505) (46,409) (48,478) (60,116) (44,664) (44,330) (42,930) 
Jutland Full Time job Equivalents 12.64 12.17 12.73 12.52 12.38 12.09 12.15 11.62 
  (35.67) (33.50) (36.08) (35.59) (38.45) (32.54) (32.40) (28.99) 
 Capital (1000 DKK) 3,038 3,014 3,181 3,205 3,214 2,990 3,298 3,464 
  (17,948) (18,991) (20,166) (21,418) (22,964) (22,577) (27,043) (29,537) 

Notes: Number of observations is 200,177. Std. dev. is in parenthesis. 1 DKK ൎ 0.13 €. 
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Table A.2. Means and standard deviations for selected variables for stayers and movers 

 Turnover       
(1000 DKK) 

FTE Capital 
(1000 DKK) 

Number of 
observations 

All firms 11,905 11.12 2,935 200,177 
    (51,008) (38.19) (25,791)  
Stayers 11,862 11.08 2,933 193,277 
    (51,609) (38.66) (26,076)  
Movers 12,874 12.22 2,977 6,900 
 (34,690) (25.48) (18,149)  

Notes: Std. dev. is in parenthesis. 1 DKK ൎ 0.13 €. 
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Table A.3. Means for selected variables by four-digit NACE sectors and their segments 

NACE four-digit sectors Segments Turnover 
(1000 DKK)   

FTE 

Mfr. of food, beverages and Production etc. of meat and meat products 47.114 27,06 
     tobacco Mfr. of dairy products 63.734 24,27 
 Baker´s shops 3.677 6,61 
 Mfr. of other food products 69.234 36,27 
 Mfr. of beverages 85.508 42,57 
 Mfr. of tobacco products 63.095 57,86 
Mfr. of textiles and leather Mfr. of textiles 17.710 16,30 
    Mfr. of wearing apparel 14.525 11,57 
 Mfr. of leather and footwear 31.620 18,08 
Mfr. of paper prod.; printing  Mfr. of pulp, paper and paper products 52.118 31,96 
     and publish. Publishing of newspapers 42.565 43,86 
 Publishing activities, excluding newspapers 13.350 9,66 
 Printing activities 9.552 10,09 
Mfr. of chemicals Mfr. of chemical raw materials 98.537 48,40 
 Mfr. of paints and soap 47.306 28,73 
 Mfr. of pharmaceuticals 60.367 40,58 
Mfr. of other non-metallic  Mfr. of glass and ceramic goods 21.459 19,85 
     mineral prod. Mfr. of tiles, bricks, cement and concrete 17.646 16,29 
Mfr. and processing of basic Mfr. of basic metals 50.187 44,46 
     metals     Mfr. of building materials of metal 10.896 13,11 
 Mfr. of various metal products 16.850 20,23 
Mfr. of machinery and  Mfr. of marine engines and compressors 36.565 40,01 
     equipment    Mfr. of ovens and cold-storage plants 28.667 29,11 
 Mfr. of agricultural machinery 16.359 17,36 
 Mfr. of machinery for industries 18.167 20,01 
 Mfr. of domestic appliances 65.877 72,93 
Mfr. of electronic components Mfr. of computers and electric motors 18.529 17,60 
 Mfr. of radio and communication equipment 54.018 49,94 
 Mfr. of medical and optical instruments 21.090 20,81 
Mfr. of transport equipment Building of ships and boats 45.488 40,95 
 Mfr. of transport equipment, excl. ships 39.217 35,74 
Mfr. of furniture;  Mfr. of furniture 17.438 20,05 
     manufacturing n.e.c.  Mfr. of toys and jewellery 12.647 11,81 
Construction General contractors 12.932 11,42 
 Bricklaying 4.824 6,22 
 Install. of electrical wiring and fittings 6.995 9,28 
 Plumbing 5.922 7,28 
 Joinery installation 5.729 6,59 
 Painting and glazing 3.208 6,48 
 Other construction works 5.117 5,66 
Other retail sale, repair work Re. sale of furniture and household appliances 7.358 4,93 
 Re. sale in other specialized stores  4.905 3,44 
   Repair of household goods 3.197 3,52 

Notes: 1 DKK ൎ 0.13 €. 
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Table A.4. Production function estimation: empirical results 
 Levinsohn-Petrin  De Loecker 

(βs) 
 De Loecker 

(αs) 
Wald test of CRS, 

De Loecker  
No. of obs. 

Sector Labour Capital Energy 
and rent 

 Labour Capital Energy 
and rent 

Output  Labour Capital Energy 
and rent 

𝜒ଶ  

Mfr. of food, beverages and tobacco 0.326*** 
(0.020) 

0.145*** 
(0.017) 

0.366*** 
(0.188) 

 0.330*** 
(0.018) 

0.151*** 
(0.020) 

0.283* 
(0.159) 

0.211*** 
(0.011) 

 0.418*** 
(0.024) 

0.191*** 
(0.025) 

0.359* 
(0.202) 

0.03 
(p = 0.8655) 

6,395 

Mfr. of textiles and leather 0.496*** 
(0.014) 

0.173*** 
(0.021) 

0.189*** 
(0.018) 

 0.499*** 
(0.014) 

0.161*** 
(0.019) 

0.199*** 
(0.017) 

0.112*** 
(0.018) 

 0.562*** 
(0.022) 

0.182*** 
(0.022) 

0.224*** 
(0.019) 

0.98  
(p = 0.3220) 

4,943 

Mfr. of paper prod.; printing and  
     publish. 

0.484*** 
(0.010) 

0.143*** 
(0.008) 

0.254*** 
(0.022) 

 0.493*** 
(0.012) 

0.140*** 
(0.009) 

0.248*** 
(0.004) 

0.226*** 
(0.041) 

 0.638*** 
(0.042) 

0.181*** 
(0.012) 

0.321*** 
(0.031) 

4.27 
(p = 0.0388) 

12,200 

Mfr. of chemicals 0.534*** 
(0.034) 

0.151*** 
(0.041) 

0.398*** 
(0.124) 

 0.527*** 
(0.035) 

0.156*** 
(0.053) 

0.399*** 
(0.019) 

0.009 
(0.010) 

 0.532*** 
(0.035) 

0.158*** 
(0.054) 

0.403*** 
(0.120) 

0.61  
(p = 0.4342) 

1,681 

Mfr. of other non-metallic mineral  
     products 

0.608*** 
(0.022) 

0.195*** 
(0.028) 

0.059*** 
(0.024) 

 0.622*** 
(0.024) 

0.179*** 
(0.030) 

0.059** 
(0.024) 

0.089*** 
(0.016) 

 0.683*** 
(0.031) 

0.196*** 
(0.032) 

0.065** 
(0.027) 

2.70 
(p = 0.1003) 

2,829 

Mfr. and processing of basic metals 0.540*** 
(0.010) 

0.118*** 
(0.009) 

0.224*** 
(0.021) 

 0.539*** 
(0.010) 

0.118*** 
(0.004) 

0.226*** 
(0.017) 

0.118*** 
(0.004) 

 0.545*** 
(0.010) 

0.119*** 
(0.009) 

0.228*** 
(0.017) 

29.97 
(p < 0.0001) 

16,026 

Mfr. of machinery and equipment 0.511*** 
(0.012) 

0.116*** 
(0.011) 

0.192*** 
(0.021) 

 0.504*** 
(0.012) 

0.118*** 
(0.011) 

0.197*** 
(0.021) 

0.058*** 
(0.005) 

 0.535*** 
(0.013) 

0.125*** 
(0.012) 

0.209*** 
(0.022) 

33.16 
(p < 0.0001) 

10,649 

Mfr. of electronic components 0.480*** 
(0.015) 

0.115*** 
(0.018) 

0.456*** 
(0.070) 

 0.477*** 
(0.014) 

0.112*** 
(0.019) 

0.457*** 
(0.072) 

0.046*** 
(0.008) 

 0.500*** 
(0.014) 

0.118*** 
(0.020) 

0.479*** 
(0.076) 

2.06 
(p = 0.1511) 

8,139 

Mfr. of transport equipment 0.515*** 
(0.023) 

0.155*** 
(0.021) 

0.162*** 
(0.041) 

 0.517*** 
(0.024) 

0.151*** 
(0.020) 

0.155*** 
(0.039) 

0.105*** 
(0.024) 

 0.577*** 
(0.036) 

0.168*** 
(0.024) 

0.173*** 
(0.043) 

1.78 
(p = 0.1826) 

2,542 

Mfr. of furniture; manufacturing  
     n.e.c. 

0.460*** 
(0.013) 

0.133*** 
(0.016) 

0.246*** 
(0.027) 

 0.459*** 
(0.013) 

0.133*** 
(0.014) 

0.247*** 
(0.026) 

0.002 
(0.002) 

 0.460*** 
(0.012) 

0.133*** 
(0.014) 

0.247*** 
(0.025) 

42.06 
(p < 0.0001) 

7,162 

Construction 0.528*** 
(0.005) 

0.106*** 
(0.008) 

0.355*** 
(0.059) 

 0.524*** 
(0.005) 

0.110*** 
(0.007) 

0.353*** 
(0.062) 

0.024*** 
(0.002) 

 0.537*** 
(0.005) 

0.113*** 
(0.007) 

0.361*** 
(0.063) 

0.04 
(p = 0.8387) 

89,298 

Other retail sale, repair work 0.413*** 
(0.008) 

0.146*** 
(0.007) 

0.171*** 
(0.018) 

 0.467*** 
(0.013) 

0.102*** 
(0.006) 

0.342*** 
(0.0.027) 

0.029*** 
(0.005) 

 0.481*** 
(0.014) 

0.105*** 
(0.007) 

0.352*** 
(0.028) 

4.07  
(p = 0.0435) 

38,313 

Note: Number of observations is 200,177. Standard errors are in parentheses. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 
levels respectively.  
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Table A.5. Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
for different decay parameters 

 [1] [2] [3] [4] [5] 
 𝛿 ൌ 0.01 𝛿 ൌ 0.02 𝛿 ൌ 0.03 𝛿 ൌ 0.04 𝛿 ൌ 0.05 
log(A) 0.029*** 0.028*** 0.027*** 0.026*** 0.023*** 
 (0.007) (0.006) (0.006) (0.008) (0.006) 
Year-fixed effect yes Yes yes yes yes 
R-squared 0.005 0.005 0.005 0.005 0.005 
Number of obs. 193,277 193,277 193,277 193,277 193,277 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 

of FTEs in all municipalities, 𝐴𝑚 ൌ ∑ 𝐹𝑇𝐸𝑚′ 𝑒െ𝛿 𝑑
𝑚 𝑚′

𝑚′ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities. ***, 
**, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels respectively; 
standard errors clustered at the municipality level are in parentheses. 
 
 
 
Figure A.1. The spatial weights for different values of decay parameter 

 
Note: the spatial weights are computed as 𝑒ିஔ ௗ೘ ೘ᇲ  where 𝑑 denotes distance measured in travel time minutes 
between municipalities.  
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Appendix B. Decomposing the accessibility index 

As mentioned in the main body of the paper, our accessibility index captures both 

changes in travel times between municipalities and changes in employment. In this appendix 

we show that the index can be decomposed in two components which each have a clear 

interpretation. To see this, we start from the definition of our index A:  

',

, ',
'

m td
m t m t

m

A FTE e    

Consider the difference of the indicator between two successive periods; we have: 

', 1 ',

, 1 , ', 1 ',
' '

m t m td d
m t m t m t m t

m m

A A FTE e FTE e  
      

This can be rewritten as: 

   ', 1 ', 1 ',

, 1 , ', 1 ', ',
' '
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m t m t m t m t m t

m m

A A e FTE FTE FTE e e     
 

            

The first component captures the change in accessibility, holding employment in each 

municipality fixed at its value in period t; the second component holds travel times fixed at their 

values in period (t+1) and considers the changes in employment between periods t and (t+1).  

As an illustration, applying this for the change in accessibility between 1995  and 2002 for 

Denmark as a whole we find: 

,2002 ,1995 226.7 201.98 (226.7 209.39) (209.39 201.98). m mA A        

Note that the decomposition is additive. We report the results of this decomposition for the 

country as a whole and for the five regions distinguished in Table 14.  

As argued in the text, we further explored the effects of using different accessibility 

indices, distinguishing the impact (i) of the travel time changes due to the bridge and (ii) of 

employment changes in the effect of accessibility on productivity. First consider the estimates 

reported in Table B.1. The results confirm that the bridge only has a significant effect on 

productivity in Zealand/Bornholm and Funen, and that the effect in Funen is quite a bit larger 

than in the Copenhagen region. We also report the results of including the two indices 

separately, see Table B.2. The results suggest that employment changes are at least as important 

in explaining productivity as travel time changes for the Copenhagen region, whereas the 

opposite holds for Funen. In that region employment increases have no significant effect on 

productivity, but changes in travel time due to the bridge do significantly increase productivity. 

In the other regions neither of the two indices has any effect.   
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Table B.1. Firm fixed effect models for accessibility impact on firm-level (De Loecker) 
tfp for different regions 

 Zealand and  
Bornholm 

Funen South 
Jutland 

East 
Jutland 

West and 
North 

Jutland 
 [1] [2] [3] [4] [5] 
log[A (FTE’s fixed at 1995 level)] 0.009** 0.014* 0.012 0.007 0.010 
 (0.003) (0.007) (0.008) (0.006) (0.050) 
Year-fixed effect Yes Yes Yes Yes Yes 
R-squared 0.004 0.008 0.010 0.004 0.005 
Number of obs. 76,632 17,261 28,044 29,452 41,888 

Note: The accessibility measure (𝐴) has been computed as a weighted sum of FTEs in all municipalities, 𝐴𝑚 ൌ
∑ 𝐹𝑇𝐸𝑚′ 𝑒െ𝛿 𝑑

𝑚 𝑚′
𝑚′ , where the summation runs over all municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 

denotes distance measured in travel time minutes between municipalities, and 𝛿 ൌ 0.03. ***, **, * indicate that 
estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels respectively; standard errors 
clustered at the municipality level are in parentheses. 
 

 

 

Table B.2.  Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
for different regions  

                                                               Denmark Zealand 
and  

Bornholm 

Funen South 
Jutland 

East 
Jutland 

West and 
North 

Jutland 
 [1] [2] [3] [4] [5] [6] 
Log(accessibility measure)  0.008***  0.005*  0.013*  0.012  0.007  0.001 
     FTE’s fixed at 1995 level (0.002)  (0.003)  (0.007)  (0.008)  (0.006)  (0.005) 
Log(accessibility measure) 0.065***  0.125***  0.210  0.046  ‐0.091  0.053 
    travel times fixed at the 2002 level  (0.011)  (0.035)  (0.426)  (0.075)  (0.078)  (0.084) 
Year-fixed effect Yes Yes Yes Yes Yes Yes 
R-squared 0.005 0.004 0.009 0.010 0.004 0.005 
Number of obs. 193,277 76,632 17,261 28,044 29,452 41,888 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels, 
respectively; standard errors clustered at the municipality level are in parentheses. 
 
 
 
Finally, Table B.3 reports the results of including the two accessibility indices jointly for the 

three main aggregate sectors, manufacturing, construction and services. Remember that 

accessibility was significant for construction and services, not for manufacturing. The 

decomposition now suggests that the accessibility effect on productivity seems to have been 

driven by employment changes only in the construction industry, the impact of the bridge is 

significant for manufacturing and services.    
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Table B.3. Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
for considered NACE one-digit sectors 

 Manufacturing Construction Services  
 [1] [2] [3] 
Log(accessibility measure)  0.007*  ‐0.0001  0.018** 
     FTE’s fixed at 1995 level (0.004)  (0.002)  (0.007) 
Log(accessibility measure) ‐0.014  0.075***  0.160*** 
    travel times fixed at the 2002 level  (0.022)  (0.013)  (0.041) 
Year-fixed effect Yes Yes Yes 
R-squared 0.004 0.002 0.009 
Number of obs. 69,642 86,564 37,071 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels, 
respectively; standard errors clustered at the municipality level are in parentheses. 
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Appendix C. Robustness check: control for highway access changes  
 

Although we do have information on access to the nearest highway ramp over the 

sample period, we can only introduce this extra explanatory variable as a robustness check for 

our accessibility coefficients. There are two reasons for this. First, unlike previous authors, we 

do not have appropriate instruments to correct for the possible endogeneity of access to the 

nearest highway ramp. Second, for several regions, including Funen – a region of particular 

interest close to the bridge -- we observe zero changes in this variable over the sample period. 

When we introduced the change in highway access in the model for the country as a 

whole, doing so had no effect whatsoever on the coefficient of accessibility, see Table C.1.  

 

 
Table C.1. Firm fixed effect models for accessibility impact on firm-level De Loecker tfp 
with control for highways 

 [1] 
log(A) 0.027*** 
 (0.006) 
log (distance to nearest highway) 0.006** 
 (0.003) 
Year-fixed effect Yes 
R-squared 0.005 
Number of obs. 193,277 

Note: Dependent variable is logarithm of tfp; the accessibility measure (𝐴) has been computed as a weighted sum 
of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all municipalities 𝑚′, 
𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between municipalities, and 
𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 0.05 and 0.10 levels, 
respectively; standard errors clustered at the municipality level are in parentheses. 
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Appendix D. Wage regressions: supplementary tables 

 

Table D.1. Wage regressions: descriptive statistics for workers 
 Mean Std. Dev. Min Max 
Hourly wage (DKK/hour) 167.080 55.300 63.000 433.000 
One child (share) 0.210 0.407 0.000 1.000 
Two children (share) 0.233 0.423 0.000 1.000 
Three children (share) 0.053 0.224 0.000 1.000 
More than 3 children (share) 0.007 0.087 0.000 1.000 
Married couples (share)  0.584 0.493 0.000 1.000 
Registered  partnership (share) 0.001 0.035 0.000 1.000 
Couple living in consensual union  (share) 0.069 0.253 0.000 1.000 
Cohabiting couples (share) 0.113 0.316 0.000 1.000 
Singles (share) 0.234 0.423 0.000 1.000 

Notes: Number of observations is 8,610,211. Note that 1 Danish crown (denoted DKK) ൎ 0.13 €. 
 
 

Table D.2. Mincerian wage regression for different sectors for job and residence stayers, 
worker fixed effect  

 [1] [2] [3] 
 Manufacturing, mining 

and quarrying, and 
utility services 

Construction Service 

log(A) 0.0020* 0.0027 0.0026*** 
 (0.0012) (0.0023) (0.0005) 
Dummy variable indicating 1 child 0.0159*** 0.0152*** 0.0217*** 
      (0.0007) (0.0011) (0.0008) 
Dummy variable indicating 2 children 0.0277*** 0.0251*** 0.0345*** 
      (0.0011) (0.0014) (0.0016) 
Dummy variable indicating 3 children 0.0365*** 0.0322*** 0.0417*** 
     (0.0016) (0.0025) (0.0024) 
Dummy variable indicating more than  0.0423*** 0.0473*** 0.0502*** 
     3 children   (0.0027) (0.0051) (0.0048) 
Dummy indicating registered partnership -0.0130 -0.0618* -0.0032 
      (0.0133) (0.0332) (0.0107) 
Dummy indicating couple living in  -0.0113*** -0.0102*** -0.0134*** 
     consensual union (0.0009) (0.0020) (0.0011) 
Dummy indicating  cohabiting couples -0.0080*** -0.0074*** -0.0087*** 
      (0.0007) (0.0016) (0.0011) 
Dummy indicating singles -0.0018** -0.0034* -0.0114*** 
 (0.0009) (0.0018) (0.0011) 
Year fix effect Yes Yes Yes 
R squared 0.4570 0.4499 0.4700 
Number of obs. 1,410,582 319,337 877,517 

Note: Dependent variable is logarithm of hourly wage, the accessibility measure (𝐴) has been computed as a 
weighted sum of FTEs in all municipalities, 𝐴௠ ൌ ∑ 𝐹𝑇𝐸௠ᇲ 𝑒ିఋ ௗ೘ ೘ᇲ

௠ᇲ , where the summation runs over all 
municipalities 𝑚′, 𝐹𝑇𝐸 is full time job equivalents, 𝑑 denotes distance measured in travel time minutes between 
municipalities, and 𝛿 ൌ 0.03. ***, **, * indicate that estimates are significantly different from zero at the 0.01, 
0.05 and 0.10 levels respectively; standard errors clustered at the municipality level are in parentheses. 


