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Abstract

The dissolution of the Soviet Union in 1991 has led to the independence of fif-
teen new states. Twelve of these, including Ukraine, joined the Commonwealth of
Independent States (CIS) whose goal was to form a common economic space with
free movement of goods, labor and capital. Twenty five years later, CIS countries
still face important trade policy choices the implementation of which is conditional on
the quality of governance and infrastructure. The evaluation of these policy choices
gains therefore considerable importance. Using an unbalanced panel data set of bi-
lateral export flows among 159 economies we estimate the gravity model of trade
using alternative estimation approaches that account for zeros in trade: Heckman,
Poisson pseudo-maximum likelihood and Martin-Pham tobit. Our empirical results
show robust outcomes and advocate importance of WTO membership, governance
and effective distance (corrected for infrastructure). Using scenario analyses we assess
counterfactuals for Ukraine and find, for example, that improved infrastructure would
on average lead to a 22% increase in Ukrainian exports while improved governance
would, ceteris paribus, almost double its trade. Most of these changes originate from
the intensive margin of trade.
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1 Introduction

December 1, 2016 will mark the 25th anniversary of the dissolution of the Soviet Union
and the proclamation of fifteen new independent states. In this time span, former Soviet
countries faced the troublesome transition from planned to market economies and went
through reforms in institutional, political and social spheres. Some countries celebrated
the independence they re-gained and quickly set their priorities on the integration with the
European Union. Other newly proclaimed states were keen to preserve former economic
ties. The latter, including Ukraine, founded the Commonwealth of Independent States
(CIS), an agreement whose goal was to form a common economic space with free movement
of goods, services, labour and capital.1

Over the years, the ruling system of Ukraine meandered through the contested grounds
of ideologies, namely those of a post-soviet state and those of modern European nations.
On the one hand, with the enlargement rounds of 2004 and 2007 the borders of the Eu-
ropean Union (EU) came closer to Ukraine, making the EU a potentially more important
trading partner. On the other hand, pro-soviet governments ratified numerous bilateral
agreements between subsets of CIS countries in search of deeper integration. However, by
bringing down their president in winter 2013, the Maidan revolution prevented the planned
membership of Ukraine in the customs union initially founded by Belarus, Kazakhstan and
Russia in 2007. The revolution, however, did not renege other regional trading agreements
already in place. In contrast, it prompted the signing of the so-called Deep and Comprehen-
sive Free Trade Agreement with the EU in 2014 as a new source of prosperity. Therefore,
the question of what deeper economic ties with the Western nations may bring to Ukraine
takes considerable importance. Particularly, what are the factors suggesting that deeper
economic integration of Ukraine with the EU may well outweigh the benefits from further
advancement of economic ties with the rest of CIS? The objective of this paper is to ad-
dress these trade-offs empirically by focusing on the trade implications of alternative policy
choices.2

Several other aspects that characterize Ukraine’s evolution are considered here as well.
First, the quality of infrastructure is important in the determination of trade flows (Francois
and Manchin, 2013; Grigoriou, 2007; Shepherd and Wilson, 2009) in that it can effectively
lower the distance between two even geographically distant countries. Second, Acemoğlu
and Robinson (2012) show that inclusive political institutions that support inclusive eco-
nomic institutions are more likely to lead to prosperity. It is the connection between polit-

1Though country membership in CIS varied over time, our definition includes the 12 countries that were
members in 1993, i.e. Armenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyzstan, Moldova, Russia,
Tajikistan, Turkmenistan, Ukraine and Uzbekistan. Georgia joined in 1993 but quit in 2009. Turkmenistan
was a member throughout 1991-2004.

2Though the analysis of this paper considers trade flows, the latter are closely linked to the growth
experience of countries. For example, Harrison and Rodríguez-Clare (2009) describe 176 studies that use
a reduced form relationship between openness and economic growth. Most of the studies they review find
a positive relationship between trade volumes and growth. Equally important is the abundance of studies
that test for the positive role of FDI on country’s growth.
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ical and economic institutions which can explain why otherwise similar-looking countries
might differ in terms of economic performance. In addition, good institutions as a means
of protecting property rights promote entrepreneurship as they facilitate the adoption and
creation of new technologies (Hausmann and Rodrik, 2003). Also, there is substantial
evidence that the quality of political and economic institutions matters for trade. For ex-
ample, Cuñat and Melitz (2010, 2012) focus on labor market regulations and show the role
of labor market flexibility as a source of comparative advantage. Levchenko (2004) studies
the quality of institutions (like the imperfect recognition of property rights, the quality of
contract enforcement, etc.) and shows how it affects trade flows and the distribution of
gains between rich and poor countries. In Nunn (2007), Costinot (2009) and others, insti-
tutional differences across countries have consequences not only for aggregate productivity
but also for productivity differences across industries within a single country. Altogether it
is not surprising that democratic values and, in particular, a war on corruption3 matter for
the establishment of closer ties with the World Trade Organization (WTO) and the EU.
In this analysis, we use indicators to quantify the effects of governance and infrastructure
on trade and address the following questions: (i) Would the improvement of governance
and infrastructure yield a significant positive impact on Ukraine’s trade? (ii) How large
are these effects in comparison to traditional benefits, if any, of standard trade policies like
regional trade agreements?

We estimate gravity models of trade using an unbalanced panel data set that consists
of bilateral export flows among world economies. The data covers 159 countries over the
period 1997 – 2012 and thus includes the major developments over the past decades. While
the existing literature aims at measuring general effects of trade policies, this paper focuses
rather on the assessment of counterfactuals using a novel technique for non-linear scenario
analysis that accounts for the intensive and the extensive margins of trade. Although the
analysis can be potentially extended to any world country, our focus is on Ukraine.

Different econometric techniques have been advanced recently to correct for estimation
biases that arise from the large number of zero flows typical to bilateral trade data.4 There
are several reasons for the occurrence of zeros. A first cause is the so-called data coding
problem in survey data (Wooldridge, 2002) where some of the zeros are attributed to the
non-reporting of small trade flows. Further, political conflicts can give rise to the absence
of trade between different subsets of countries. For example, there is no trade between
Azerbaijan and Armenia due to their conflict over the Nagorno-Karabakh region.5 Finally,
with sunk entry and sunk exit costs in export markets it might be optimal for exporting
firms not to export as it has been shown in the hysteresis literature (see, e.g. Dixit, 1992)
and the firm heterogeneity literature (see, e.g. Helpman et al., 2008). In this paper we use

3On the dynamics of corruption in Ukraine see The Economist (Sep 26, 2015; pp. 23-24).
4Together with the decomposition of aggregate exports into the extensive/intensive margins, Head and

Mayer (2014) consider the econometric treatment of zero trade flows to be another topic at the frontier of
current research. As section 4 will show both topics are related.

5In contrast, trade transactions did not stop after the armed conflict between Georgia and Russia.
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recent estimation techniques that take into account zeros in trade. Our approach is then to
select between rival models using statistical tools for model selection like the Vuong test.

Our empirical results convincingly support: (i) higher values for exports between CIS
countries; (ii) a positive effect of WTO membership on trade of the order of 24-40%;
(iii) significant positive effects of improved institutions and infrastructure. For Ukraine
scenario-based estimates of the effects of improved institutions on trade are about 98%,
those of improved infrastructure are about 22%.

The remainder of this paper is organized as follows. Section 2 reviews relevant economic
indicators for Ukraine. Section 3 discusses the modelling approach, the data and the results.
Section 4 uses estimation results to compute counterfactuals and assess potential effects
of improved governance and improved infrastructure on Ukraine’s export flows. Section 5
addresses the policy relevance of our results. Section 6 concludes. The Appendix describes
the data methods and sources, includes the list of countries in our panel, provides details
on the estimation of relevant models and describes the algorithms used for the analysis of
counterfactuals.

2 Trade and Economic Development Patterns in Ukraine

Ukraine has undergone a difficult and lengthy transition from a planned to a market econ-
omy.6 Since its independence from the Soviet Union in 1991 the country had experienced
steeply declining real economic activity for eight years. Although the trend reversed since
then Ukraine’s real output in 2014 was yet lower than its level 24 years ago. This is in
contrast to growth experience of any other CIS economy.7 Ukraine is currently a lower-
middle-income economy according to the World Bank classification.

Income inequality, however, has decreased since mid-1990s. The most recent GINI
coefficient for Ukraine is 28.2% which is lower than the average value of the remaining CIS
countries (see Table 1). The summary of selected indicators in Table 1 also shows that
Ukraine is an outward oriented economy. Trade openness measured by trade-to-GDP is
77%. The indicator is considerably higher than the CIS average of 46%. The country is
also a WTO member since 2008 and on average participates in 16 RTAs. Furthermore, it
applies an average tariff rate of 2.6%, which is similar in value to that of the EU while
it is considerably lower than the tariff rate applied by the rest of CIS. Trade, however, is
hampered by a relatively poor quality of trade and transport-related infrastructure. The
World Bank logistics performance index rates Ukraine 2.7 on the scale from 1 to 5 (see
Table 1).

Concerning trading partners, Ukraine trades a similar amount with the CIS free trade
6This is regardless of its high economic potential. For example, the large and educated population of the

country, availability of natural resources, favourable geographic position between the East and the West.
In 1990 62% of Ukraine’s adult population had at least secondary degree (see Barro and Lee, 2014) and
this percentage has increased over time.

7Similar performance can only be observed for Moldova where real GDP in 2014 has also been lower
than in 1991.
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Table 1: Trade and economic development indicators in Ukraine, EU-15 and CIS.

Indicator Ukraine EU-15 EU-27 CIS (excl.
Ukraine)

GNI per capita (PPP, 2011 international $) 10055 39684 32551 10872
GINI coefficient (%) 28.2 29.4 30.0 33.9
Governance (average score) -0.72 1.32 1.06 -0.80
Logistics performance index 2.7 3.9 3.5 2.4
Trade openness (%) 77.0 63.3 66.7 46.4
Tariff (%) 2.6 2.4 2.4 6.8
Percentage of WTO members 100 100 100 50
Number of regional trade agreements (average) 16 35 35 7

Source: World Bank, CIA Factbook, WTO.
Notes: (i) EU-15 includes 15 economies that joined the EU before 1996. EU-27 includes 27 economies
that joined the EU before 2008. CIS (excl. Ukraine) refers to 10 CIS economies: Armenia, Azerbaijan,
Belarus, Kazakhstan, Kyrgyz Republic, Moldova, Russia, Tajikistan, Turkmenistan and Uzbekistan; (ii)
The data refers to year 2013 for all indicators except the logistics performance index (2012 data) and the
GINI coefficient (2005-2013 data); (iii) Governance is the average score of 6 World Bank WGI indicators
that range from -2.5=low to 2.5=high (see Appendix A.2 for more details); (iv) Logistics performance
is the World Bank index that measures the quality of trade and transport-related infrastructure (ranges
from 1=low to 5=high); (v) Trade openness is the sum of regional merchandise exports and imports
divided by regional GDP, all in current US$; (vi) Tariff is the average of effectively applied tariff rates
weighted by the product import shares.

area (CISFTA) as it does with the EU (Figure 1). In 2013 trade with CISFTA constituted
30.6% of total Ukrainian trade. Most of it (89.3%) is Ukraine’s trade with Russian Fed-
eration, which is Ukraine’s largest single country trading partner. Trade with CISFTA is
certainly facilitated by a common historical past with CIS, common borders with Belarus,
Moldova and Russia and a common language shared by significant parts of Ukrainian
population. Nevertheless, the share of Ukrainian trade with the EU is close in value.
Main goods exported to the EU are raw materials, chemical products and machinery while
main imported goods include machinery, transport equipment, chemicals, and manufac-
tured goods.8 Thus, both EU-27 and CISFTA are important country’s trading partners
although it is evident from Figure 1 that the share of CISFTA has been on a steady decline
since 2011.

8See http://ec.europa.eu/.
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Figure 1: Ukraine’s trade with EU-27 and CISFTA.
(percentage of total trade)
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Source: Own calculations based on IMF DOTS.
Notes: (i) Other countries include mainly China, Turkey and Egypt;
(ii) CISFTA consists of Armenia, Kazakhstan, Kyrgyzstan, Moldova,
Russia, Ukraine and Uzbekistan.

An aspect of great importance for Ukraine to establish closer ties with the EU is the
quality of institutions. Currently Ukraine performs considerably poorer than the EU. The
average score on the quality of governance is low and similar in value to that of CIS (see
Table 1). A particularly low score is on control of corruption. Corruption is perceived to be
extensive in the Ukraine’s public sector. The country scores −1.09 in 2013 on the scale of
−2.5 (high corruption) to 2.5 (low). According to Transparency International the country
ranks 142 out of 174 world countries in the 2013 Corruption Perceptions Index. Rule of law
indicator is also low9 and reveals limited confidence in the quality of contract enforcement,
property rights, courts and police. Clearly, corruption and weak regulations are deterrents
to trade and foreign investment. Importantly, however, a pro-European choice of the foreign
policies of Ukraine would certainly help to bring its current governance scores to a higher
level.

3 Model Selection, Estimation and Results

We analyze Ukraine’s trade flows in a gravity model framework. Gravity equation is the re-
sult of the most modern microfounded trade models. It has been obtained in the literature
that assumes product differentiation and imperfect competition (Anderson, 1979; Helpman
and Krugman, 1985; Bergstrand, 1989; Anderson and van Wincoop, 2003), in the litera-

9The score is −0.83 in 2013.
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ture that builds on perfect competition and technological differences (Eaton and Kortum,
2002) and in the literature that builds on perfect competition and complete specialization
(Deardorff, 1998). The equation takes the following functional form:

Xijt = YitYjt
τ1−σijt

Σit∆jt
, (1)

where Xijt is a measure of nominal trade between two countries i and j at time t. In this
paper we measure trade by export flows from exporting country i to importing country j.
To estimate the parameters of the gravity model, we use an unbalanced panel of annual
bilateral export flows between 159 countries and 155 trading partners over 1997–2012.
Altogether the included countries cover over 94% of reported world exports in 2012. Vari-
ables Yit and Yjt capture the sizes of the trading partners. We use exporting and importing
country’s gross domestic products as proxies for Yit and Yjt. The term τijt denotes trade
costs between the two countries. The costs include transportation costs (e.g., distance and
infrastructure), information and search costs (e.g., common language, common historical
ties) and a variety of trade policy measures (e.g. tariff rates, membership in WTO, free
trade areas or customs unions) that either lower or raise the costs associated with trade.
The two terms in the denominator Σit and ∆jt are additional terms that vary over time
and at country i and country j level, respectively. In Anderson and van Wincoop (2003),
for example, these are the terms that capture multilateral price resistance and in Head
and Mayer (2014) the different ways to proxy these multilateral resistance terms are listed
and reviewed. Table 2 itemizes the variables included into final model specifications. More
details on the included countries and the data sources can be found in Appendices A.1 and
A.2, respectively.

3.1 Zeros in Trade

On average around one forth of country pairs in the world exhibit zero trade (see Table 3).
Although the number of trading country pairs is declining over time and each year more
and more countries engage into trade, accounting for zeros is important to avoid possibly
biased inference (see, e.g., Helpman et al., 2008). Zeros occur for a variety of reasons. It
may be that trade between two specific countries is small and therefore appears as null in
reported data due to rounding. Alternatively, it may be that countries do not trade indeed
either because of political conflicts or because firms find it optimal not to trade. Melitz
(2003), in fact, explains emergence of zero trade flows as a result of firms’ self-selection into
exporters and non-exporters. As also in later trade models with self-selection (Bernard et
al., 2007; Chaney, 2008; Arkolakis, 2011) firms decide whether to export based on fixed
costs of trade that need to be carried on. As a result zero trade in the exporting country
is observed when no firms find it profitable to carry on the fixed costs. Depending on the
source of zeros, different econometric methods are applicable to estimate the parameters in
(1). In this paper we use the three most commonly encountered techniques: Heckman two-
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Table 2: Explanatory variables included in the final model specifications.
Notation Variable
lnGDPit log of GDP of exporting country i in current million US dollars at time t
lnGDPjt log of GDP of importing country j in current million US dollars at time t

effdistijt
effective (corrected for infrastructure) distance between countries i and j at
time t

tariffjt average tariff rate in percent applied by importing country j at time t

govit
average score on six World Bank governance indicators for exporting country i
at time t

govjt
average score on six World Bank governance indicators for importing country j
at time t

WTOijt 1 when both countries i and j are WTO members at time t
0 otherwise

EUijt 1 when both countries i and j are EU members at time t
0 otherwise

CUBKRijt
1 when both countries i and j are members of the customs union between
Belarus, Kazakhstan and Russia at time t
0 otherwise

EUFTAijt
1 when country i is an EU country and country j has an FTA with EU at time
t and vice versa
0 otherwise

CISijt 1 when both countries i and j belong to CIS at time t
0 otherwise

languageij
1 when a common language is spoken by at least 9% of the population in coun-
tries i and j
0 otherwise

adjacentij 1 when countries i and j share a common border
0 otherwise

religionij religion similarity between country i and j

Note: See Appendix for more details on data sources and methods.

stage procedure (Heckman, 1979), Eaton-Tamura tobit (Eaton and Tamura, 1994) and
Poisson pseudo-maximum likelihood (PPML) (Santos Silva and Tenreyro, 2006).10 The
first two - Heckman two-stage procedure and Eaton-Tamura tobit - are directly built under
the assumption that firms self-select into export markets. Both models allow to carry out
an extensive comparative statics in that both intensive and extensive margins of trade can
be computed. The latter - PPML - is an alternative to self-selection models. It accounts
for zero trade flows assuming that zeros occur at random. An advantage of using PPML
is that it eliminates the bias that arises due to the log-linearization of trade flows in the
presence of heteroskedasticity. However, unlike, for example, the Heckman model, PPML
postulates identical data generating processes for trading and non-trading country-pairs.

As selecting from the three types of specification is difficult due to the different dis-
tributional assumptions, we apply in this paper all three specifications and compare the
implied results from the models. We however perform a model selection procedure within
each model family to select the proper specification of intercepts and explanatory variables.

10Other methods are available as well, e.g., negative binomial, but they are generally special cases or
extensions of the models discussed in this section and are significantly less encountered in the empirical
literature.



3.2 Model Specification and Selection 9

Table 3: Occurence of zero trade flows.

Year
Number of country
pairs with positive

export flows

Number of country
pairs with zero
export flows

Zero export flows
(%)

1997 10633 4204 28.3
1998 11183 4307 27.8
1999 12010 4100 25.5
2000 12571 4777 27.5
2001 13898 5481 28.3
2002 14731 5776 28.2
2003 14993 5557 27.0
2004 15270 5390 26.1
2005 15830 5075 24.3
2006 16152 4679 22.5
2007 16328 4536 21.7
2008 15997 4371 21.5
2009 15602 3998 20.4
2010 13203 3198 19.5
2011 10359 2280 18.0
2012 9668 2054 17.5

Source: Own caclulations based on IMF DOTS.
Notes: (i) Calculations are based on nominal bilateral export flows in US dollars; (ii) Country pairs with
reported missing export values were omitted.

3.2 Model Specification and Selection

Heckman model (Heckman, 1979) assumes that whether two specific countries engage into
trade is determined by a latent variable Zijt (propensity to trade). This unobserved factor
linearly depends on a vector of explanatory variables Wᵀ

ijt:

Zijt = W′
ijtβ + εijt,1, (2)

where εijt,1 ∼ NID(0, 1) and the parameter vector β describes the effect of the explanatory
variables on the propensity to trade. As long as the propensity to trade is positive, positive
trade flows are observed. Otherwise, trade flows are zero:

X∗ijt =

{
1 if Zijt > 0

0 if Zijt ≤ 0
. (3)

Here X∗ijt is a binary variable that is 0 for country pairs with zero bilateral trade and 1
otherwise. When X∗ijt = 1 positive trade flows Xijt are observed. It is then possible to
take the log of the gravity equation (1) which gives a log-log relationship between existing
trade and its determinants:

lnXijt = V′ijtα+ ηit + ηjt + εijt,2, (4)
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where V′ijt = (lnYit, lnYjt, ln τijt)
ᵀ, ηit = − ln Σit and ηjt = − ln ∆jt and where εijt,2 is

an error term potentially correlated with εijt,1. The parameters of (4) can be estimated
using ordinary least squares after accounting for the correlation between εijt,1 and εijt,2

(see Appendix A.3). In some studies, the term ηit + ηjt is replaced by ηi + ηj + ηt.
Just as in the Heckman model, bilateral exports Xijt in Eaton-Tamura framework

(Eaton and Tamura, 1994) are determined by the latent propensity to trade Zijt. As long
as it is positive, positive trade flows between two countries are observed:

Xijt =

{
Zijt if Zijt > 0

0 if Zijt ≤ 0
.

In Eaton-Tamura model the latent variable Zijt is defined as

ln(Zijt + at) = V′ijtα+ ηi + ηj + ηt + uijt (5)

with uijt ∼ NID(0, σ2). It is clear from (5) that the right hand side has to reach a certain
time-varying threshold level ln at before actual trade takes place. This is a typical outcome
of oligopoly models of trade where entry sunk costs must be covered before profitable trade
transactions can be established. The possibility to estimate this threshold is clearly an
advantage of this method. To capture possible deviations from homoskedasticity in the
error term of (5) we follow Martin and Pham (2015) and we replace σ by σijt and let it
depend on regressors in the following manner:

σijt = ξ + δ
(
V′ijtα+ ηi + ηj + ηt

)
.

To estimate the parameters we can use maximum likelihood approach, see again Ap-
pendix A.3 for details.

Estimation of trade elasticities by using a log-log functional form as in Heckman has its
limitations. Santos Silva and Tenreyro (2006) show that when errors are heteroskedastic
the log-log specification of the gravity equation leads to biased parameter estimates due
to Jensen’s inequality. We therefore follow the authors and as a yet another estimation
method use PPML to overcome potential bias. The method is essentially Non-Linear Least
Squares when the conditional variance of trade flows V ar(Xijt|V′ijt) is proportional to the
conditional mean E(Xijt|V′ijt):

Xijt = eV
′
ijtα+ηi+ηj+ηt + νijt. (6)

Details on parameter estimation can be found in Appendix A.3. Besides accounting for
the bias associated with Jensen’s inequality, the method does not pose restrictions to the
inclusion of zero trade country-pairs and, in addition, it does not specify the distribution
of νijt.

All three methods allow for a large range of specifications of the deterministics and the
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inclusion of explanatory variables. Some authors opt for country-pair fixed effects to control
for unobserved heterogeneity in country pairs (e.g., Cheng and Wall, 2005). Others employ
country fixed effects (e.g. Mátyás, 1997; Egger, 2000). Yet others estimate time-varying
country fixed effects or a combination of those (e.g., Baltagi et al., 2003). Furthermore,
the use of both nominal and real trade data is common. Although the gravity equation
is a demand function in value terms Glick and Rose (2002), Baltagi et al. (2003) among
others choose to use real trade flows in their empirical studies. In this case, however, the
way nominal bilateral trade flows are deflated to obtain real data is important as this may
well affect the accuracy of estimates when panel data is used (see, e.g., the bronze medal
mistake in Baldwin and Taglioni, 2007).

In this paper we do not choose a particular specification but instead let the data choose
between alternative models using statistical tests. This allows us to directly address the
following important choices that have to be made in the empirical analysis of trade flows:
(i) What is the best specification of fixed effects to capture unobserved heterogeneity in
bilateral trade? Should the correct empirical specification of gravity equation include time-
varying country effects directly prescribed by economic theory? (ii) How do gravity models
of trade with nominal variables compare to gravity models of trade with real variables?
Should nominal gravity model specifications be preferred? (iii) Is bilateral trade data
characterized by homoskedasticity? Do models that allow for heteroskedastic errors perform
equally well to models that assume error homoskedasticity? We address all these questions
in our empirical analysis.

To select the proper model specification we use statistical tests. When two rival models
are nested we apply a regular log-likelihood test. When the two are non-nested we proceed
with the Vuong test (Vuong, 1989; Clarke, 2007). The Vuong test cannot be applied for
PPML and Heckman models as parameter estimation in these models does not involve a
full maximum likelihood approach. However, for the choice of nominal and, separately,
real variables, we still apply the Vuong test in the Heckman model using the likelihood
of the second stage. This approach seems reasonable as the first step estimation results
are identical irrespective of the fixed effects specification in the second step. In the case
of PPML we compare and report the results of all model specifications. To investigate
the difference in coefficients we also report the results of truncated PPML models that are
estimated using a subset of positive trade flows.

3.3 Empirical Results

We estimate the parameters of the three families of gravity specifications, that is, the
Heckman specification, the Eaton-Tamura framework and the PPML approach. Within
each family we select the best model specification as discussed in the previous section.
Columns (1)-(4) of Table 4 provide the parameters estimates for three possible specifications
of the Heckman model using nominal data. The Vuong test indicates that the model with
country-pair and time fixed effects is significantly better than the other two specifications,
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see the first panel of Table 5. This also holds for the case where we use real data instead of
nominal data. The parameters estimates for the real specification are given in Table A.2.

For the Eaton-Tamura framework we consider specifications with time-invariant and
time-variant entry costs, homoskedastic and heteroskedastic errors and nominal and real
variables. Statistical tests indicate that the Martin-Pham specification with time-varying
entry costs at is preferred, see third panel of Table 5. The nominal Martin-Pham model with
time-variant entry costs significantly outperforms 6 out of 7 or 86% of its competitors in
pairwise model comparisons. The same holds for its real counterpart. Parameter estimates
of this specification can be found in the final column of Table 4 for the nominal specification
and Table A.2 for the real specification, respectively.

Table 4: Estimates of the gravity model using alternative estimation techniques.
Martin-Pham,

Heckman time-varying
entry costs

first step second step
1Exportijt>0 lnExportijt lnExportijt lnExportijt Exportijt
(1) (2) (3) (4) (5)

lnGDPit 0.30∗∗∗ 0.49∗∗∗ 0.19∗∗∗ 0.30∗∗∗

lnGDPjt 0.30∗∗∗ 0.84∗∗∗ 0.58∗∗∗ 0.61∗∗∗

effdistijt -0.51∗∗∗ -0.80∗∗∗ -1.59∗∗∗ -1.58∗∗∗ -1.59∗∗∗

tariffjt 0.00 -0.02∗∗∗ -0.01∗∗∗ -0.01∗∗∗

govit 0.33∗∗∗ 0.43∗∗∗ 0.28∗∗∗ 0.29∗∗∗

govjt 0.09∗∗∗ 0.31∗∗∗ 0.28∗∗∗ 0.43∗∗∗

WTOijt 0.22∗∗∗ 0.34∗∗∗ 0.33∗∗∗ 0.36∗∗∗ 0.22∗∗∗

EUijt -0.58∗∗∗ 0.08∗∗∗ -0.29∗∗∗ -0.34∗∗∗ -1.12∗∗∗

CUBKRijt -3.45∗∗∗ -1.19∗∗∗ -1.00∗∗∗ -0.86∗∗∗ -4.30∗∗∗

EUFTAijt 0.05∗ 0.00 -0.11∗∗∗ -0.19∗∗∗ -0.27∗∗∗

CISijt 1.73∗∗∗ 0.61∗∗∗ 3.11∗∗∗ 3.01∗∗∗ 4.08∗∗∗

languageij 0.42∗∗∗ 0.81∗∗∗ 0.77∗∗∗ 0.83∗∗∗

adjacentij 0.11∗∗∗ 0.64∗∗∗ 0.64∗∗∗ -0.09∗∗

religionij 0.06∗∗∗

inverseMillsijt 1.42∗∗∗ -0.37∗∗∗ -0.58∗∗∗

constant -1.85∗∗∗ -8.15∗∗∗ 2.78∗∗∗ 1.96∗∗∗

Fixed effects ij, t i, j, t it, jt i, j, t
Number of obs 288211 218428 218428 218428 288211
R-squared 0.34 0.90 0.74 0.75

Notes: (i) Dependent variables in the third row; (ii) *, **, *** denote statistical significance on the 10%, 5%
and 1% levels respectively; (iii) Robust standard errors; (iv) R-squared is computed as a squared correlation
between a dependent variable and fitted values.

The estimation results for the PPML specification can be found in Table 6 for the
nominal specification. We consider both a country-pair, time fixed effects specification
as well as an individual-country effect in combination with a time effect specification.
Furthermore, we also consider the truncated version of the PPML. As the estimation
approaches are not likelihood based it is impossible to use the Vuong test for non-nested
model comparison.

We focus the discussion of parameter interpretation on models with nominal variables.
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Table 5: Model performance relative to the performance of competing models.

Model A

Fixed
effects
specifica-
tion

Variables
Number of
competing
models

Percentage
of times
model A is
(strictly)
preferred

Heckman i, j, t nominal 2 50%
Heckman ij, t nominal 2 100%
Heckman it, jt nominal 2 0%
Heckman i, j, t real 2 50%
Heckman ij, t real 2 100%
Heckman it, jt real 2 0%
Eaton-Tamura with time-invariant entry costs i, j, t nominal 7 14%
Eaton-Tamura with time-variant entry costs i, j, t nominal 7 29%
Martin-Pham with time-invariant entry costs i, j, t nominal 7 71%
Martin-Pham with time-variant entry costs i, j, t nominal 7 86%
Eaton-Tamura with time-invariant entry costs i, j, t real 7 0%
Eaton-Tamura with time-variant entry costs i, j, t real 7 29%
Martin-Pham with time-invariant entry costs i, j, t real 7 57%
Martin-Pham with time-variant entry costs i, j, t real 7 86%

Notes: Competing models can be found in each panel.

The results for the real variables are rather similar. We obtain robust (with respect to
model specification) and theory-consistent outcomes for a number of variables. In line with
existing literature we obtain significant positive effects of GDPs on trade and significant
negative effects of the effective distance. Tariff rate also affects trade adversely although
it does not seem to impact the probability of trade. Robust positive effects on trade are
found via improved governance. In all the model specifications in Table 4 governance
indicators enter equations positively and significantly. We also obtain robust results on a
number of trade agreements relevant for Ukraine. The membership of two countries in CIS
free trade area shows a relatively strong positive coefficient in all the model specifications
suggesting that CIS countries trade with each other more than a gravity model would
predict. Conversely, membership in the customs union of Belarus, Kazakhstan and Russia
does not seem to lead to higher trade flows even though we included anticipation effects
since 2007. Negative coefficients are found in all the model specifications suggesting that
the customs union members overtrade with each other under the CIS agreement. Finally,
common language and WTO membership are found to promote trade. The latter effect
is approximately of order of 24-40% all else equal and assuming constant inverse Mills
coefficient.

While most of the variables take expected signs and, in addition, similar magnitudes
across different specifications, the effect of EU agreements on trade is not as stable as
expected. Estimates of EU and EUFTA dummies do not only change significance, but
also change their sign under different specifications and under some specifications suggest
that EU members trade less with each other than non-EU member states. Several obser-
vations might explain why these results occur. First, our sample is limited to 1997 - 2012,
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which means that only the countries that entered EU in 2004 and 2007 contribute to the
estimation of the effect. The contribution of older members is absorbed by fixed effects.
Thus, the effect might well be underestimated. Second, many countries that joined the
EU in 2004 and 2007 have previously had special trade agreements with the union and
therefore the EU dummy may be in principle unable to capture the true effect. Third,
integration efforts among non-EU economies may have had an even larger effect on their
trade so that the gains from the EU agreement may have been relatively more moderate.
Nevertheless, abstracting from possible limitations of using the EU dummy, we do not
find robust evidence with respect to EU or EUFTA membership. The effects are null or
negative in Heckman specifications while positive in PPML. Based on this, therefore, we
cannot conclude that direct gains from the creation of a trade agreement with EU will be
positive and significant. Large and significant gains, however, are expected indirectly, via
improved governance and improved infrastructure, the coefficients of which are robust and
signed as expected throughout all the model specifications.

We note that the effect of the governance of the exporting country appears to be
insignificant in the PPML specification of the gravity equation (see Table 6). However,
we question the validity of PPML estimates since the results obtained using a full data
sample are almost identical to those obtained using a truncated sample that only includes
positive trade observations (see columns (3) and (4) of Table 6). This is in conflict with
the outcome of Heckman models where non-zero trade observations have been found to
significantly impact the results.

Table 6: Estimates of the gravity model using alternative estimation techniques.
PPML Truncated PPML
Exportijt Exportijt
(1) (2) (3) (4)

lnGDPit 0.69∗∗∗ 0.73∗∗∗ 0.69∗∗∗ 0.72∗∗∗

lnGDPjt 0.57∗∗∗ 0.57∗∗∗ 0.56∗∗∗ 0.56∗∗∗

effdistijt -0.48∗∗ -0.80∗∗∗ -0.55∗∗ -0.79∗∗∗

tariffjt -0.03∗∗∗ -0.03∗∗∗ -0.03∗∗∗ -0.03∗∗∗

govit 0.01 0.03 0.01 0.03
govjt 0.29∗∗∗ 0.28∗∗∗ 0.26∗∗∗ 0.25∗∗∗

WTOijt 0.23∗∗∗ 0.18∗∗∗ 0.24∗∗∗ 0.19∗∗∗

EUijt 0.24∗∗∗ 0.37∗∗∗ 0.25∗∗∗ 0.38∗∗∗

CUBKRijt -0.65∗∗∗ -0.56∗∗∗ -0.54∗∗∗ -0.31∗∗

EUFTAijt 0.04 0.25∗∗∗ 0.04 0.25∗∗∗

CISijt 0.35∗∗ 1.68∗∗∗ 0.35∗∗ 1.66∗∗

languageij 0.24∗∗∗ 0.24∗∗∗

adjacentij 0.36∗∗∗ 0.36∗∗∗

Fixed effects ij, t i, j, t ij, t i, j, t
Number of obs 266592 288211 217650 218438

Notes: (i) All the variables are in nominal terms; (ii) Dependent variables in the second row; (iii) *, **, ***
denote statistical significance on the 10%, 5% and 1% levels respectively; (iv) Robust standard errors.

An interesting outcome of our analysis are the estimates of the entry costs in Eaton-
Tamura and Martin-Pham model specifications. Figure 2 shows the dynamics of estimated
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initial costs. The results capture well the decreasing trend in global entry costs since 1997
and point to an increase in costs during the 2008/2009 recession.

Figure 2: Entry costs estimated by Eaton-Tamura and Martin-Pham specifications.
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Note: Estimated coefficient at in (5) expressed in US dollars.

Finally, in estimating gravity equations there is a concern of possible endogeneity of
trade agreement variables. The decision on whether to form a free trade agreement is
unlikely to be independent of the initial trade level between countries. However, the fixed
effects included in our models should if not eliminate then at least lower the possible endo-
geneity bias by capturing differences in initial trade levels. Moreover, the variety of fixed
effects deals well with possible endogeneity that may stem from unobserved heterogeneity
(e.g. non-tariff measures specific to each country pair or domestic regulations that control
international trade).

In the next section we perform several scenario analyses based on the estimation results.
As the models with real dependent variable show similar results, we only focus on nominal
models. Based on the test results, we consider for these analyses the Heckman model
with ηij , ηt fixed effects, the Martin-Pham model with time-variant entry costs at and the
PPML.

4 Scenario Analyses

Model estimates in Table 4 lead to a set of robust results for a number of key variables. How-
ever, estimated elasticities do not necessarily represent the entire effect of those variables
on export flows. Inference based on elasticities assumes that, for example, in a Heckman
model, the Mills ratio does not play a role as a policy variable of interest changes. In this
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section we perform scenario analyses where we account for changes in the inverse Mills
ratio.

For the scenario analyses, we use the fitted values of the models to quantify a number
of counterfactuals. Particularly, we consider the following three questions: (i) what are
the trade gains that are expected to accrue to Ukraine as it gains the EU access via a free
trade area agreement compared to those of being a member of the customs union with
Belarus, Kazakhstan and Russia? (ii) how would the trade pattern of Ukraine change if
its level of infrastructure were to improve to reach the average value of EU-15? (iii) what
would be the level of trade of Ukraine if it were to adopt the governance quality of Western
economies?

As discussed at the end of the previous section, we consider the three best performing
models selected in the previous section and we focus on the evolution at two margins:
the intensive margin and the extensive margin. The intensive margin refers to a variation
in the amount of trade of exporting firms that have already entered the foreign market.
The extensive margin instead refers to trade that is created because new firms that did
not export before enter the foreign market. We refer to Appendix A.5 for computational
details.

The estimated coefficient of the EUFTAijt dummy takes a significant negative value
of α̂EUFTA = −0.27 in the Martin-Pham specification of Table 4, a null value in the
Heckman specification with country-pair and time fixed effects and a significant positive
value of α̂EUFTA = 0.25 in the PPML specification with country specific fixed effects of
Table 6. There is therefore not enough evidence to reject the null hypothesis that trade
between countries that have a free trade agreement with the EU is in line with gravity
model predictions. There is not only lack of consensus on the significance, but neither it is
on the sign of the effect. We approximate the bilateral EUFTAijt effect by eα̂EUFTA − 1

and report it as an entry of the second column of Table 7. Similarly in the third column
we obtain marginal trade effects of the customs union between Belarus, Kazakhstan and
Russia. These are negative according to all model estimates. The results of Table 7
therefore point to an ambiguous effect of the free trade area with the EU and to a negative
effect of the customs union between Belarus, Kazakhstan and Russia.

Table 7: Marginal trade effects of policy changes.

Model Free trade agreement
with EU (EUFTAijt)

Customs union with
Belarus, Kazakhstan

and Russia
(CUBKRijt)

Heckman with ij, t fixed effects 0.00% -69.58%
Martin-Pham, time-varying entry costs -23.66% -98.64%
PPML with i, j, t fixed effects 28.40% -42.88%

Note: The effects in Heckman model are computed conditional on trade being positive.

Trade benefits, however, are not limited to traditional policy instruments like the es-
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tablishment of free trade areas. The effects may be indirect and play a role via improved
infrastructure or improved governance. Tables 8 and 9 illustrate the results. Scenario
analyses are performed in a few steps. First, governance (resp. infrastructure) is lifted to
the EU-15 average in 2012. In this specific case Ukrainian governance is lifted from -0.57
to 1.31 and Ukrainian infrastructure is lifted from 2.69 to 3.85. This changes the model
predicted probability of positive trade between a pair of countries. The difference in this
probability averaged across all export destinations of Ukraine is then reported in column
(1) of Tables 8 and 9. This outcome represents the extensive margin in probability terms.
Namely, the percentage of all bilateral export flows that are no longer zero as a result of
the policy change. Further, the intensive margin is obtained by computing the effect of the
policy change on Xijt while conditioning on Xijt > 0 and while accounting for the change
in the Mills ratio. The average of percentage changes across all export destinations gives
then column (2) of Tables 8 and 9. Further as a next step the total effect of the policy
change on Xijt is computed, i.e. when we do not condition on Xijt > 0. Again, the average
of percentage changes across all export destinations gives then the total effect of the policy
change on bilateral export flows after a correction has been made for the sample selection
bias. This corresponds to column (4) of Tables 8 and 9. Finally, the difference between
the total effect and the intensive margin gives column (2), i.e. the extent of the extensive
margin in value terms. The exact formulas are available in Appendix A.5.

Tables 8 and 9 show robust outcomes, particularly with respect to the improvement in
infrastructure. The results suggest that on average across all the three models the total
effect of improving Ukraine’s infrastructure to the EU-15 level would lead to a 22.31%
increase in country’s exports. Most of this increase originates from the intensive margin of
trade. The last column of Table 9 also indicates that the impact of improved governance on
Ukraine’s exports can be as large as 126.54% following the results of the Heckman model.
Martin-Pham model estimates deliver a lower gain while PPML suggests that the gain is
insignificant. The latter result, however, is questionable as it conflicts with the results of
all the remaining models and it does not seem to account well for zeros in trade.

Table 8: Trade effects of improved infrastructure.

Model

Extensive
Margin:

Change in
Probabil-

ity
(%)

Extensive
Margin:

Change in
Export

Flows (%)

Intensive
Margin:

Change in
Export

Flows (%)

Total
Country
Exports:
Change
(%)

(1) (2) (3) (4)
Heckman with ij, t fixed effects 1.34 1.66 14.80 16.47
Martin-Pham, time-varying entry costs 0.54 0.58 33.44 34.02
PPML with i, j, t fixed effects – – – 16.43
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Table 9: Trade effects of improved governance.

Model

Extensive
Margin:

Change in
Probabil-

ity
(%)

Extensive
Margin:

Change in
Export

Flows (%)

Intensive
Margin:

Change in
Export

Flows (%)

Total
Country
Exports:
Change
(%)

(1) (2) (3) (4)
Heckman with ij, t fixed effects 6.23 12.80 113.73 126.54
Martin-Pham, time-varying entry costs 0.81 1.02 67.93 68.96
PPML with i, j, t fixed effects – – – 6.21

5 Policy Relevance

Our empirical results enable to establish a hierarchy of policies. Estimated models suggest
that most of the gains can be realized through improved governance. In our computations
of counterfactuals we find that lifting governance of Ukraine to the EU-15 level would, all
else equal, provide trade gains of around 98% on average. To a lesser extent but never-
theless significant is the quality of infrastructure that, according to our counterfactuals,
could lead to on average 22% increase in Ukrainian exports if lifted to the EU-15 level.
Significant trade benefits are associated with a WTO membership (approximately 24-40%).
Thus, directions for changes at the country level require commitment from Ukraine to in-
crease the quality of its governance and infrastructure. Furthermore, the analysis provides
evidence that, net of significant positive effects from reduced tariff rates, relatively small
gains are expected from regional trading agreements. Our analysis suggests that access
to the EU does not bring additional significant effects. Also, no positive trade boost was
found resulting from the customs union between Belarus, Kazakhstan and Russia. It is
questionable whether such a customs union will ever lead to positive trade effects since we
find that CIS countries still substantially over-trade with each other. Not much has been
said regarding the costs of implementing these policies. For example, an improvement in
infrastructure requires large investments. However, the policy with the largest trade ef-
fects at both margins, namely, improved governance seems the cheapest to implement in
economic terms.

6 Conclusion

This paper has analyzed alternative trade policy options for Ukraine. We focused on two
scenarios. The first scenario evaluated possible consequences for Ukraine of closer economic
integration with the EU (West). The second assessed possible outcomes of further integra-
tion with the CIS (East). Clearly, our results point to robust and significant indirect trade
effects that would occur for Ukraine from closer economic ties with the EU. Particularly,
the latter would certainly help to bring Ukraine’s governance and infrastructure scores to
a higher level.
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Our analysis was based on the results of the gravity model of trade estimated using
three alternative estimation approaches that account for zeros in trade: Heckman two-
stage procedure, Martin-Pham tobit and PPML. We used a panel dataset of bilateral
export flows among 159 world economies to obtain our results. Moreover, our approach
included the application of statistical tests to select between competing models. We drew
our conclusions from the non-linear scenario analysis of counterfactuals based on the results
from the best performing models.

Our analysis has also yielded a number of robust results relevant for the general appli-
cation of the gravity model of trade. We find that the inclusion of time-varying fixed effects
does not improve the performance of an empirical model due to a large loss of degrees of
freedom. Gravity model of trade that includes importer, exporter and time fixed effects is
sufficient to fit the data. Furthermore, we find that models with nominal variables perform
similarly to models with real variables if fixed effects are accounted for. Finally, our results
show that PPML and truncated PPML yield almost identical results. This suggests that
PPML may not always account well for the large number of zeros in trade.
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A Appendix

A.1 Included Countries

Afghanistan
Albania
Algeria
Angola
Argentina
Armenia
Australia
Austria
Azerbaijan
Bahamas
Bahrain
Bangladesh
Belarus
Belgium
Benin
Bhutan
Bolivia
Bosnia and Herzegovina
Botswana
Brazil
Bulgaria
Burkina Faso
Burundi
Cambodia
Cameroon
Canada
Chad
Chile
China
Colombia
Comoros
Dem. Rep. of Congo
Rep. of Congo
Costa Rica
Cote d’Ivoire
Croatia
Cuba
Cyprus
Czech Republic
Denmark

Djibouti
Dominican Republic
Ecuador
Egypt
El Salvador
Eritrea
Estonia
Ethiopia
Fiji
Finland
France
Gabon
Gambia
Georgia
Germany
Ghana
Greece
Guatemala
Guinea
Guinea-Bissau
Guyana
Haiti
Honduras
Hong Kong
Hungary
Iceland
India
Indonesia
Iran
Iraq
Ireland
Israel
Italy
Jamaica
Japan
Jordan
Kazakhstan
Kenya
Rep. of Korea
Kuwait

Kyrgyzstan
Laos
Latvia
Lebanon
Lesotho
Liberia
Libya
Lithuania
Luxembourg
Macedonia
Madagascar
Malawi
Malaysia
Maldives
Mali
Malta
Mauritania
Mauritius
Mexico
Moldova
Mongolia
Morocco
Mozambique
Namibia
Nepal
Netherlands
New Zealand
Nicaragua
Niger
Nigeria
Norway
Oman
Pakistan
Panama
Papua New Guinea
Paraguay
Peru
Philippines
Poland
Portugal

Qatar
Romania
Russian Federation
Rwanda
Sao Tome and Principe
Saudi Arabia
Senegal
Serbiaf
Sierra Leone
Singapore
Slovakia
Slovenia
Solomon Islands
South Africa
Spain
Sri Lanka
Sudan
Sweden
Switzerland
Syria
Tajikistan
Tanzania
Thailand
Togo
Tunisia
Turkey
Turkmenistan
Uganda
Ukraine
United Arab Emirates
United Kingdom
United States
Uruguay
Uzbekistan
Venezuela
Vietnam
Rep. of Yemen
Zambia
Zimbabwe



A.2 Data Sources and Methods 21

A.2 Data Sources and Methods

Table A.1: Data definitions and sources.
Variable Description Formula and notes Source
Xijt Exports of country i to country j,

f.o.b. value in million current US
dollars

IMF DOTS

xijt Real exports of country i to coun-
try j

xijt =
Xijt×RGDPit

GDPit
IMF DOTS, World Bank WDI

GDP·t GDP in million current US dollars World Bank WDI
RGDP·t GDP in million constant 2005 US

dollars
World Bank WDI

adjacentij Dummy for the common border 1 if countries i and j are contiguous;
0 otherwise

CEPII, GeoDist database,
Mayer and Zignano (2011),
variable: contig

languageij Dummy for the common language 1 if common language is spoken at
least by 9% of the population in
countries i and j; 0 otherwise

CEPII, GeoDist database,
Mayer and Zignano (2011),
variable: comlang_etno

distanceij Distance between countries i and j
in km based on bilateral distances
between the biggest cities of the
two countries with inter-city dis-
tances being weighted by the share
of the city in the overall country’s
population

dij =
(∑

k∈i
∑
l∈j

popk
popi

popl
popj

dθkl

)1/θ

,
θ = −1

CEPII, GeoDist database,
Mayer and Zignano (2011),
variable: distwces

religionij Religion similarity index calcu-
lated as the product of the ratios
for the exporting and importing
country of people practising the
same religion to the sum of people
practising nine religions: Angli-
canism, Buddhism, Catholicism,
Confucianism, Hinduism, Islam,
Judaism, Orthodoxy and Protes-
tantism

religionij =
∑9
k=1

rki∑9
l=1 rli

rkj∑9
l=1 rlj

,
rki - number of people practising re-
ligion k in country i, ranges from 0
to 1

Own calculations based
on 2010 data from World
Christian Database,
http://worldchristiandatabase.org,
dataset Religious makeup by
country

infra·t Logistics performance index: qual-
ity of trade- and transport-related
infrastructure

ranges from 1 (low) to 5 (high) World Bank WDI

effdistijt Effective distance (corrected for in-
frastructure)

effdistijt = ln
(

dij
infrait+infrajt

)
Own calculations

tariffjt Tariff rate of country j, most
favoured nation, weighted mean of
all products, %

World Bank WDI

WTOijt Dummy for the WTO membership
(country i and j are both members
at time t)

1 if both countries i and j belong to
the WTO; 0 otherwise

www.wto.org

EUijt Dummy for the EU membership
(country i and j are both members
at time t)

1 if both countries i and j belong to
EU; 0 otherwise

www.europa.eu

CUBKRijt Dummy for the membership in the
customs union of Belarus, Kaza-
khstan and Russia (country i and
j are both members at time t)

1 if both countries i and j belong to
the customs union of Belarus, Kaza-
khstan and Russia; 0 otherwise

www.tsouz.ru

Continued on next page
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Table A.1 – Continued from previous page
Variable Description Formula and notes Source
EUFTAijt Dummy for an FTA with the EU

of country i and j
1 if country i is an EU country and
country j has an FTA with the EU
and vice versa; 0 otherwise

WTO RTA database

CIS Dummy for CIS membership
(country i and j are both mem-
bers at time t)

1 if both countries i and j belong to
CIS; 0 otherwise

www.cisstat.com

gov·t Average governance score based
on: control of corruption, rule of
law, regulatory quality, voice and
accountability, government effec-
tiveness, political stability and ab-
sence of violence

gov·t = (cor·t+ law·t+reg·t+acc·t+
gov·t+polstab·t)/6, ranges from -2.5
(low) to 2.5 (high)

Own calculations based on
World Bank WGI database

Notes: (i) Data on infrastructure is available for 2007, 2010 and 2012. Missing data is interpolated using cubic splines and the
earliest available data point (2007 for the majority of contries) was used to extrapolate the data till 1997; (ii) CIS dummy refers
to CIS and not necessarily to CISFTA countries; (iii) For a number of countries missing tariff rate data was interpolated using
cubic splines; (iv) The membership in the customs union of Belarus, Kazakhstan and Russia is assumed to be in force for the three
countries since 2007 to take into account the anticipation effect. The actual enforcement took place in 2011. This does not bring
sinificant changes to the estimated coefficient; (v) Missing data on governance (years 1997, 1999, 2001) is interpolated using cubic
splines. The definitions of the indicators are: (1) Voice and Accountability - capturing perceptions of the extent to which a country’s
citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free
media; (2) Political Stability and Absence of Violence/Terrorism - capturing perceptions of the likelihood of political instability
and/or politically-motivated violence, including terrorism; (3) Government Effectiveness - capturing perceptions of the quality of
public services, the quality of the civil service and the degree of its independence from political pressures, the quality of policy
formulation and implementation, and the credibility of the government’s commitment to such policies; (4) Regulatory Quality -
capturing perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and
promote private sector development; (5) Rule of Law - capturing perceptions of the extent to which agents have confidence in and
abide by the rules of society, and in particular the quality of contract enforcement, property rights, the police, and the courts, as
well as the likelihood of crime and violence; (6) Control of Corruption - capturing perceptions of the extent to which public power
is exercised for private gain, including both petty and grand forms of corruption, as well as "capture" of the state by elites and
private interests.
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A.3 Parameter Estimation

In this appendix we provide more details on the parameter estimation methods used in the paper.

Heckman Model

To estimate the parameters of the Heckman model (2)–(4) we use a two-step approach. In the first
step the parameters of a probit model are estimated by Maximum Likelihood. The probit model
relates the probability of trade between two countries to a set of explanatory variables

Pr(X∗ijt = 1|Wijt) = Pr(W′
ijtβ + εijt,1 > 0) = Φ(W′

ijtβ), (7)

where Φ(·) is the cumulative distribution function of a standard normal distribution. In the second
step we consider a linear panel data model explaining existing trade relationships Xijt > 0 as given
in (4) where εijt,2 ∼ N(0, σ2

2), where the correlation between the error terms of the probit and
linear regression is represented by:

E (εijt,1εijt,2) = σ12.

The expected value of lnXijt given that Xijt > 0 is given by:

E(lnXijt|Xijt > 0,Vijt,Wijt) = V′ijtα+ ηit + ηjt + σ12

φ(W′
ijtβ)

Φ(W′
ijtβ)

,

where φ(·) is the density function of a standard normal distribution. To estimate the parameters
of the linear regression (2nd step), we apply ordinary least squares to the original regression where
we add the inverse Mills ratio φ(W′

ijtβ)

Φ(W′
ijtβ) as extra explanatory variable to correct for the correlation

between the probit and linear regression

lnXijt = Vᵀ
ijtα+ ηit + ηjt + ω

φ(W′
ijtβ̂)

Φ(W′
ijtβ̂)

+ uijt,

where β̂ is obtained from the probit regression in the first step. The parameter ω̂ is the estimate
for σ12 and if it is significantly different from zero, the probit equation cannot be ignored. As
the included Mills ratio is based on estimates, the resulting errors of the panel regression are
heteroskedastic. For correct inference we opt therefore for White standard errors. Note that the
test for ω = 0 relies on regular standard errors as under the null hypothesis the inverse Mills ratio
disappears. For nonparametric identification of the model parameters, the vector Wijt should
include at least one explanatory variable which is not included in Zijt. This excluded variable is
one that is influential in determining the probability of trade but not the amount of trade. See
Wooldridge (2002, Section 17.4) for more details. We use the religion similarity index for this
purpose.
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Eaton-Tamura Model

To estimate the parameters of the Eaton-Tamura model (5) we use maximum likelihood. The
likelihood function is given by

L =
∏
i,j,t

[Pr (Xijt = 0) fX (Xijt|Xijt = 0)]
1−dijt [Pr (Xijt > 0) fX (Xijt|Xijt > 0)]

dijt ,

where dijt is an indicator variable equal to 1 when exports Xijt are positive and 0 otherwise.
Considering that fX (Xijt|Xijt = 0) = 1 and Pr (Xijt = 0) = 1−Φ(Vᵀ

ijtα+ ηi + ηj + ηt− ln at) the
log-likelihood simplifies to

lnL =
∑
i,j,t

[
(1− dijt)

(
1− Φ(Vᵀ

ijtα+ ηi + ηj + ηt − ln at)
)

+ dijt ln (f(Xijt + at))
]
, (8)

where f is a log-normal density function:

f(Xijt + at) =
1

(Xijt + at)
√

2πσ2
e−

1
2σ2

(ln(Xijt+at)−Vᵀ
ijtα−ηi−ηj−ηt)

2

.

To obtain the estimates of at, α and fixed effects ηi, ηj , ηt we maximize (8) using the Newton–
Raphson algorithm.

Pseudo-Poisson Maximum Likelihood

The parameter estimates of the PPML estimator follow from a moment estimator based on (6)

(α̂, η̂i, η̂j , η̂t)
ᵀ

= arg min
α,ηi,ηj ,ηt

∑
i,j,t

(
Xijt − eV

ᵀ
ijtα+ηi+ηj+ηt

)2

,

The first-order conditions correspond with the first-order conditions of a Poisson model. The
estimator attributes the same weight to all observations. A log-linear specification gives more
weight to observations with high eV

′
ijtα+ηi+ηj+ηt . As long as the pattern of heteroskedasticity

increases with eV
′
ijtα+ηi+ηj+ηt this approach results in a more efficient estimator as it does not give

more weight to "noisier" observations.
The method also overcomes a potential bias arising due to the estimation of elasticities by

using a log-linear form of a gravity equation. The fact stems from Jensen’s inequality which states
that the expectation of the log of the error term is not equal to the log of the expectation.
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A.4 Estimation Results for Real Variables

Table A.2: Estimates of the gravity model using alternative estimation techniques.
Martin-Pham,

Heckman time-varying
entry costs

first step second step
1RealExportijt>0 lnRealExportijt lnRealExportijt lnRealExportijt RealExportijt

(1) (2) (3) (4) (5)

lnGDPit 0.31∗∗∗ 0.96∗∗∗ 0.32∗∗∗ 0.40∗∗∗

lnGDPjt 0.31∗∗∗ 1.63∗∗∗ 1.05∗∗∗ 0.90∗∗∗

effdistijt -0.49∗∗∗ -0.69∗∗∗ -1.57∗∗∗ -1.57∗∗∗ -1.57∗∗∗

tariffjt -0.01∗∗∗ -0.01∗∗∗ -0.01∗∗∗ 0.00
govit 0.31∗∗∗ 0.31∗∗ 0.09∗∗ 0.19∗∗∗

govjt 0.05∗∗∗ 0.28∗∗∗ 0.26∗∗∗ 0.45∗∗∗

WTOijt 0.26∗∗∗ 0.38∗∗∗ 0.29∗∗∗ 0.37∗∗∗ 0.21∗∗∗

EUijt -0.44∗∗∗ 0.19∗∗∗ -0.22∗∗∗ -0.33∗∗∗ -1.08∗∗∗

CUBKRijt -3.17∗∗∗ -1.54∗∗∗ -1.00∗∗∗ -0.88∗∗∗ -4.22∗∗∗

EUFTAijt 0.18∗∗∗ 0.16∗∗∗ -0.06∗∗∗ -0.17∗∗∗ -0.24∗∗∗

CISijt 1.67∗∗∗ 1.06∗∗∗ 3.05∗∗∗ 3.00∗∗∗ 4.06∗∗∗

languageij 0.45∗∗∗ 0.79∗∗∗ 0.77∗∗∗ 0.82∗∗∗

adjacentij 0.15∗∗∗ 0.66∗∗∗ 0.64∗∗∗ -0.08∗

religionij 0.05∗∗∗

inverseMillsijt 2.32∗∗∗ -0.56∗∗∗ -0.62∗∗∗

constant -2.18∗∗∗ -23.17∗∗∗ -4.04∗∗∗ -1.88∗∗

Fixed effects ij, t i, j, t it, jt i, j, t

Number of obs 281255 214461 214461 214461 281255

Notes: (i) All the variables are in real terms; (ii) Dependent variables in the third row; (iii) *, **, *** denote
statistical significance on the 10%, 5% and 1% levels respectively; (iv) Robust standard errors.

A.5 Computations of the Intensive and Extensive Margins

Besides dealing with zero trades, the Heckman and Eaton-Tamura models provide estimates of the
intensive and extensive margins of trade. The former refers to the change in sales of incumbent
exporters after a policy change, the latter to the change in sales of new entrants.

Heckman Model

Suppose that because of a policy change the kth explanatory variable wk,ijt = vk,ijt ∈ {W′
ijt,V

′
ijt}

in (2) and/or (4) increases from a to b. In the Heckman framework, all else equal, the policy change
transforms the estimated probability of positive trade between two countries as follows:

Pr(X∗ijt = 1|Wijt)|wk,ijt=b − Pr(X∗ijt = 1|Wijt)|wk,ijt=a = Φ(Wᵀ
ijtβ̂)|wk,ijt=b − Φ(Wᵀ

ijtβ̂)|wk,ijt=a,
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where the notation |wijt=a means “evaluate the function at a”. This outcome follows directly from
(7). The average across all export destinations of a selected country i (e.g. Ukraine) represents the
extensive margin in probability terms, i.e. the percentage of all potential bilateral export flows that
are no longer zero as a result of the policy change. This result is shown in column (1) of Tables 8
and 9.

The entrance of new exporters11 to the market affects incumbents’ trade flows. This effect arises
in incumbents’ equation (4) via the inverse Mills ratio. To estimate this effect we use conditional
expectation, i.e. expected export flow from country i to country j (in levels) given that there is
trade between these two countries:

E(Xijt|Xijt > 0,V′ijt,W
′
ijt) = exp(Vᵀ

ijtα+ ηit + ηjt + 1/2σ2
2)

Φ(Wᵀ
ijtβ + σ12)

Φ(W′
ijtβ)

An intensive margin of trade is then a percentage change in this conditional expectation:

E(Xijt|Xijt > 0,V′ijt,W
′
ijt)|wk,ijt=b

E(Xijt|Xijt > 0,V′ijt, ,W
′
ijt)wk,ijt=a

− 1

= exp((b− a)αk)
Φ(W′

ijtβ + σ12)|wk,ijt=b
Φ(W′

ijtβ)|wk,ijt=b
Φ(W′

ijtβ)|wk,ijt=a
Φ(W′

ijtβ + σ12)|wk,ijt=a
− 1

To obtain an estimate we replace model parameters αk, σ12, β with their estimated values α̂k, ω̂,
β̂. The average across all export destinations gives then an estimate of the intensive margin of
trade after a correction has been made for the entry of new exporters. We report the result in
column (3) of Tables 8 and 9. To compute the total (unconditional) change of the policy change
we use the unconditional expectation for export flows in levels given by:

E(Xijt|V′ijt,W
′
ijt) = exp(Vᵀ

ijtα+ ηit + ηjt + 1/2σ2
2)Φ(Wᵀ

ijtβ + σ12)

The unconditional percentage change in the bilateral export flow as a result of the policy change
is then:

E(Xijt|V′ijt,W′
ijt)|wk,ijt=b

E(Xijt|V′ijt, ,W
′
ijt)wk,ijt=a

− 1 = exp((b− a)αk)
Φ(W′

ijtβ + σ12)|wk,ijt=b
Φ(W′

ijtβ + σ12)|wk,ijt=a
− 1

Again, we average across all export destinations of Ukraine. This gives the total effect of the
policy change on bilateral trade flows after correction for the sample selection bias. We report the
outcome in column (4) of Tables 8 and 9.

The difference between the total change and the intensive margin gives then the extent of the
extensive margin, i.e. the value of exports of newly entered firms. This is column (2) of Tables 8
and 9.

Eaton-Tamura Model

In Eaton-Tamura model (5) the effect of policy change on the probability of non zero trade between
two countries is computed as follows:

11If the policy change is negative some firms may exit the market giving a negative extensive margin in
probability terms.
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Pr(Xijt > 0|V′ijt)|vk,ijt=b − Pr(Xijt > 0|V′ijt)|vk,ijt=a

= Φ

(
−

ln at −V′ijtα− ηi − ηj − ηt
σijt

)∣∣∣∣
vk,ijt=b

− Φ

(
−

ln at −V′ijtα− ηi − ηj − ηt
σijt

)∣∣∣∣
vk,ijt=a

.

Like in Heckman model the average across all export destinations of a selected country i gives
the extensive margin in probability terms (column (1) of Tables 8 and 9), where we replace the
parameters with their ML estimates.

From the structure of the Eaton-Tamura model it follows that Qijt = Zijt + at is a lognormal
random variable with the mean µijt = V′ijtα + ηi + ηj + ηt and the variance σ2

ijt. This gives the
conditional expectation necessary to compute the intensive margin:

E
(
Xijt|Xijt > 0,V′ijt

)
= E(Qijt − at|Qit > at,V

′
ijt) = exp(µijt + σ2

ijt/2)
Φ
(
µijt+σ

2
ijt−ln at
σijt

)
Φ
(
− ln at−µijt

σijt

) − at,

and the unconditional expectation relevant for the computation of the total effect of the policy
change:

E(Xijt|V′ijt) = E
(
Xijt|Xijt > 0,V′ijt

)
Pr(Xijt > 0|V′ijt) = E

(
Xijt|Xijt > 0,V′ijt

)
Φ

(
− ln at − µijt

σijt

)
.

The intensive margin, the extensive margin in value terms and the total effect of the policy
change are computed in the same way as for the Heckman model using the relevant conditional
and unconditional expectations and the ML parameters estimates.
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