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**Abstract**

Earlier studies on scheduling behavior have mostly ignored that consumers have more flexibility to adjust their schedule in the long run than in the short run. We introduce the distinction between long-run choices of travel routines and short-run choices of departure times, using data from a real-life peak avoidance experiment. We find that participants value travel time higher in the long-run context, supposedly because changes in travel time can be exploited better through the adjustment of routines. Schedule delays are valued higher in the short run, reflecting that scheduling restrictions are typically more binding in the short run.
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1 Introduction

Peak-hour traffic congestion is a major problem in most urban areas, causing substantial economic costs. It is driven by the scheduling decisions of individual drivers who share the preference to be at the same place at the same time. When deciding on their departure time they face a well-defined trade-off: if they depart at the beginning or towards the end of the peak, they will encounter modest or no congestion, but arrive at their destination at a time quite different from their preferred arrival time. On the contrary, if they choose a departure time that results in an arrival time close to their preferred arrival time they will face much longer travel times. Vickrey (1969) was the first to model the underlying scheduling dynamics, using an equilibrium model of queuing at a bottleneck. Building on the work of Vickrey and the seminal contributions of Becker (1965) and DeSerpa (1971) on the allocation of time to non-work activities, Small (1982) established a utility function that is still widely used in the modeling of scheduling decisions. He explicitly considers so-called schedule delays, which arise from arriving earlier or later than the desired arrival time, and he provides empirical estimates of travelers’ willingness-to-pay for reducing these schedule delays. Based on the early contributions of Gaver (1968), Knight (1974) and Polak (1987) on scheduling behavior when travel times are stochastic, Noland and Small (1995) extended Small’s framework to account for scheduling decisions when both peak-congestion and travel time variability are present.

A large number of empirical studies on the willingness-to-pay for reductions in travel time, schedule delays, and travel time variability (the latter causing unexpected schedule delays\(^1\)) have been published in the last few decades (e.g. Hendrickson and Plank, 1984; Lam and Small, 2001; Small et al., 2005; Hollander, 2006; Asensio and Matas, 2008). They typically use data on departure time decisions collected from stated preference (SP) or revealed preference (RP) experiments (or both), and estimate the corresponding model parameters using random-utility discrete choice models (McFadden, 1974). Even though the resulting valuations vary widely across studies, they are generally found to be substantial. The value of travel time usually ranges between 20 and 90 percent of the gross wage rate, while the costs of arriving one minute early (late) tend to be lower (higher) than the costs of an additional minute of traveling (e.g. Small and Verhoef, 2007).\(^2\) These valuations are key input variables for the appraisals of transport policies, where the benefits due to reductions in travel time, schedule delays and variability are often considerably larger than

\(^1\)The value attached to reductions of travel time variability is usually referred to as value of reliability, and can either be estimated directly if an indicator of travel time dispersion is included in the utility function, or it can be computed from schedule delay valuations using the analytical results derived by Fosgerau and Karlström (2010).

\(^2\)Literature reviews on the value of time can for instance be found in Shires and De Jong (2009), Wardman (2001), Zamparini and Reggiani (2007) and Small (2012), while the papers of Li et al. (2010) and Carrion and Levinson (2012) contain reviews on scheduling and reliability valuations.
other benefit categories (e.g. Hensher, 2001).\textsuperscript{3} To identify and apply appropriate, possibly context-specific valuations, a good understanding of the underlying scheduling behavior of travelers is thus essential.

This paper proposes a new perspective on scheduling decisions by developing a framework that decomposes scheduling decisions into long-run choices of travel routines, and short-run choices of departure times. Our main goal is to test empirically whether travel times and schedule delays are valued differently in the long run compared to the short run. If this is true, policies that affect short-run scheduling decisions, such as improvements in incident management or provision of travel information, should be evaluated at the values that travelers attach to short-run changes in travel time and schedule delays. On the contrary, long-run oriented measures, such as road capacity expansions, should be evaluated at the values that travelers attach to long-run changes in travel time and schedule delays.

Similar to models of industrial organization (IO) where producers are less constrained in the long run when all input factors are variable than in the short run when at least one input factor is fixed, the models developed and estimated in this paper reflect that commuters typically have more flexibility in adapting their schedules in the longer run than in the shorter run. Routines are thus considered fixed in the short run, but endogenous in the long run. However, unlike in most IO models we also introduce an information component to our model. Specifically, we distinguish between long-run and short-run travel time expectations, taking into consideration that more accurate information on the travel time distribution becomes available only in the short run. In the light of that, drivers may choose for a departure time that results in a different expected arrival time than their routine arrival time. Therefore, in line with the IO literature, the long-run decisions remain fixed in the short run; however, different from most IO models, individuals can deliberately take short-run decisions based on expectations that differ from those underlying their long-run decisions. Such deviations from the long-run routines will only occur if the resulting benefits from short-run travel time gains outweigh the costs that result from the deviation itself.

Most current (empirical and theoretical) scheduling models implicitly assume that successive days are exact replicas in terms of travel times, implying that long-run choices of routines and short-run choices of departure time are identical and cannot be meaningfully disentangled. The same is true for stochastic models when these assume that travel time expectations do not vary between days (hence, when ignoring learning or information-updating). Also in this case, departure time choices will not be adjusted between days, and again, long-run and short-run behavior coincide. The differentiation between the information available in the long run and the short run is thus an essential part of our

\textsuperscript{3}For instance, in the evaluation of the London congestion charging scheme, benefits from reductions in travel time account for 77 percent and benefits from improvements in reliability for 10 percent of overall benefits (Evans, 2007). Benefits from reductions in schedule delays have not been quantified.
model, not in the least place for identifying differences between long-run and short-run scheduling behavior.

The definitions we use for the 'long run' and the 'short run' are chosen to best suit the available data on travel behavior. These cover almost 4 months of departure time observations for a set of commuters. Scheduling decisions that are made in the face of attributes that are constant across the 4-month period are referred to as long-run decisions, while decisions that use day-specific attributes as an input are referred to as short-run decisions. Specifically, in the long run drivers choose a routine arrival time, which we refer to as short-run preferred arrival time (SRPAT). The SRPAT minimizes the sum of costs from expected travel time losses and deviations of the SRPAT from the exogenously determined long-run preferred arrival time (LRPAT), and is derived from actual behavior. The LRPAT is defined as the preferred arrival time that would be relevant if no congestion occurred ever. Due to the hypothetical character of such a situation, it is derived from a questionnaire rather than from actual behavior. In the short run, optimal departure times are chosen subject to travel times and deviations of the expected arrival time from the SRPAT. The implied exogenous boundary between the long run and the short run might seem somewhat arbitrary, but may in fact strengthen our results, as it probably leads to a conservative estimate of the difference between long-run and short-run valuations of travel time and schedule delays.4

The data used in this study are drawn from a large-scale, revealed-preference (RP) peak avoidance experiment among car commuters in the Netherlands. Participants were able to obtain a daily reward of 4 Euro if they avoided traveling on a specific, frequently congested highway link during morning peak hours. Only few RP experiments that account for scheduling behavior have been conducted so far (e.g. Small, 1982; Lam and Small, 2001; Börjesson, 2008; Knockaert et al., 2012b), mainly because the derivation of willingness-to-pay estimates from RP data does not only require a real-life situation where the monetary attribute (a toll or a reward) varies over the time of the day, but also high-quality data on the attributes of the chosen and unchosen scheduling choice alternatives. While the collection of corresponding stated preference (SP) data would have been less demanding, we expect that the use of SP data and in particular their hypothetical character would have made it more difficult or even impossible to distinguish between the long-run and the short-run dimension. Besides the fact that the dataset we use in this paper is based on RP data, it is also rather unique in having a panel structure, which is an indispensable feature for identifying long-run behavior. Moreover, detailed travel time data are available, which allow us to construct distinct long-run and short-run travel time expectations for

4Alternative definitions of the long and short-run are certainly imaginable. For instance, it is possible to endogenize the structural arrival time preferences and let them depend on job choices as well as residential and work locations choices. Some studies that focus on such choices also determine valuations of travel time (e.g Van Ommeren et al., 2000; Van Ommeren and Fosgerau, 2009). However, the resulting values are usually not directly comparable to the values derived in this paper, not in the last place because most of them do not distinguish between travel-time- and scheduling-related costs.
all possible scheduling alternatives at a door-to-door level. We can thus avoid the use of reported travel time data, which are often imprecise or even biased (e.g. Small and Verhoef, 2007, p.21).

We use discrete choice models to analyze the participants’ choices of routines and departure times. We find that drivers value more permanent (long-run) travel time gains substantially higher than short-run gains, presumably because these can be exploited better through the adjustment of routines. After all, a structural time gain of one minute can typically be used more effectively than an incidental gain of the same size. This result is consistent with the results obtained by Tseng et al. (2013), who find that the value attached to a permanent one-hour travel time gain is 14.5 Euro/hour, compared to 3 Euro/hour for an incidental travel time gain of one hour. On the other hand, we find a substantially higher value attached to less permanent (short-run) changes of schedule delays, with the difference mounting to an order of two to three. This finding is consistent with the notion that scheduling restrictions are normally more binding in the short run. Börjesson (2009) and Börjesson et al. (2012) speculate along similar lines to explain the differences they find between the valuation of planned and unplanned delays in models that are based on SP data and do not distinguish between short-run and long-run values of time and schedule delays.

Our results strongly suggest that individuals apply some sort of inter-temporal optimization that leads to differences in long-run and short-run preferred arrival times and the valuations of travel time and schedule delays. This is a clear indication that the valuations are strongly context-dependent, and the application of the valuations, for instance in the appraisal of transport policies, should thus be context-dependent as well. Moreover, we speculate that the large dispersion of the values of time and of schedule delay that is found in the literature may partially be explained by differences in the relative prominence of long-run and short-run definitions of choice variables and model attributes. However, the differentiation between short-run and long-run scheduling decisions is not only relevant in an empirical research context, but has also important implications for equilibrium models of travel behavior, as used to assess the social desirability of infrastructure investments or road pricing. For example, Peer and Verhoef (2013) obtain the intriguing result that the application of first-best short-run tolls does not induce efficient long-run choices of travel routines. They make use of Vickrey’s bottleneck model and assume a preference structure that is consistent with the valuations obtained in this paper.

The outline of the paper is as follows. In Section 2 we introduce the modeling framework, specifically the distinction between the long-run and the short-run scheduling model, and discuss how they are interrelated. Section 3 gives an overview of the data, including the experimental setup and variable definitions. The estimation results as well as several robustness checks are presented in Section 4. Section 5 concludes the paper.
2 Modeling framework

2.1 Introduction

In the conventional scheduling model, as introduced by Vickrey (1969) and operationalized for estimation by Small (1982), the utility of departing at a specific time \( t \) depends linearly on the corresponding monetary attribute (a toll or reward) \( R_t \), travel time \( T_t \), and the extent of earliness or lateness with respect to the preferred arrival time.\(^5\) The last two attributes are generally referred to as schedule delay early, SDE, and schedule delay late, SDL. The coefficients attached to these attributes are then denoted by \( \beta_R \), \( \beta_T \), \( \beta_E \) and \( \beta_L \), respectively. The reward coefficient \( \beta_R \) indicates the marginal utility of income (if \( R_t \) is defined as reward rather than a cost), whereas \( -\beta_T \), \( -\beta_E \), \( -\beta_L \) indicate the marginal utility gained from reductions in travel times and schedule delays, respectively. The value of (travel) time (VOT) is thus defined as \( -\beta_T/\beta_R \), and the values of schedule delay early (VSDE) and late (VSDL) by \( -\beta_E/\beta_R \) and \( -\beta_L/\beta_R \), respectively.

While adhering closely to these notations, we adapt the standard scheduling model in such a way that we are able to study differences between long-run and short-run scheduling behavior. The main underlying idea is that in the long run, arrival routines are chosen subject to structural arrival time preferences, whereas in the short run departure times are chosen subject to the arrival routines that result from maximizing the long-run utility. In the terminology that we will use, the structural arrival time preference is referred to as long-run preferred arrival time (LRPAT), and the long-run utility maximizing arrival time as short-run preferred arrival time (SRPAT). Schedule delays in the long-run model are therefore defined as deviations of the routine arrival time from the LRPAT, while schedule delays in the short-run model are defined as deviations of the daily arrival time from the SRPAT. Moreover, we make (and later on test) the assumption that the availability of information on travel times differs between the long and the short run. More specifically, in the long run only average traffic conditions are known, whereas in the short run more information on actual travel time realizations becomes available.

To give an example: in a world without traffic congestion, a driver’s preferred arrival time at work may be 9:00 a.m. (his LRPAT), whereas recurring congestion may induce him to organize his routines such that he aims to arrive already at 8:00 a.m. (his SRPAT), when less congestion is present on average. As a consequence, he may make appointments at work earlier, and given those appointments, he will consider 8:00 a.m. as his preferred arrival time when choosing his departure time on a given day. That is, if the preferred arrival time under uncongested conditions is at 9:00 a.m., but the driver has organized

\(^5\)Small’s original model also includes a ‘late dummy’ that indicates a discrete jump in utility for late arrivals. If travel times are stochastic (as in this paper), this variable represents the probability of lateness. However, the value attached to it tends to be fairly low once scheduling variables are included in the model (e.g. Small, 1999), which is why we do not consider it here.
routines such that he expects to arrive around 8:00 and therefore plans a meeting at 8:15, a delayed arrival at 8:30 brings (short-run) schedule delay late, not early.

The main focus of this paper is to test whether long-run and short-run valuations of travel times and schedule delays diverge. For this purpose, we estimate two basic choice models, which explain the long-run choices on routine arrival time and the short-run choices on departure times, respectively, using variations in (expected) rewards, travel times and schedule delays over the course of the day for identification. Furthermore, an auxiliary model is defined that aims at testing the assumption that in the short run, the SRPAT is the relevant anchor point for scheduling decisions (rather than the LRPAT). All three models are discussed below in detail.

2.2 Long-run model

The long-run model explains the choice of a routine arrival times $a$, for each driver $z = 1, \ldots, Z$ and weekday $l = 1, \ldots, 5$. Note that we refer to the chosen (and hence utility-maximizing) routine as short-run preferred arrival time (SRPAT). Arrival routines as well as travel time expectations are both defined as weekday-specific, since travel times differ substantially across weekdays, and drivers can therefore be expected to adapt their arrival routines accordingly. As in the conventional scheduling model, the utility associated with arrival routine $a$ then depends on the expected reward, the expected travel time, and the schedule delays. The long-run expectation operator applied to the reward and the travel time attribute is denoted by $E[\cdot]^{LR}$ and will be further specified below. Schedule delays, in contrast, are deterministic as they represent the deviations of $a$ from the LRPAT. The indirect utility $V_{zla}^{LR}$ can then be written as:

\[ V_{zla}^{LR} = \beta_R E[R_{zla}]^{LR} + \beta_T E[T_{zla}]^{LR} + \beta_E SDE_{zla} + \beta_L SDL_{zla}, \]

where 
\[ SDE_{zla} = \max[LRPAT - a, 0] \]
\[ SDL_{zla} = \max[a - LRPAT, 0] \]

We do not include a term that represents travel time variability in the utility function, since we find that travel time and travel time variability (defined as the standard deviation of the travel time distribution) are heavily positively correlated, and can thus not be estimated separately. One of the robustness checks undertaken in this paper aims at separating these two cost components by approximating the costs associated with travel time variability using the analytical results of Fosgerau and Karlström (2010).

We define the long-run expectation for attribute $A \in \{R, T\}$ on weekday $l$ as the average attribute value on that weekday over a time period of $k = 1, \ldots, K$ days (i.e. the duration of the experiment). The long-run expectation for attribute $A$, $E[A_{zla}]^{LR}$, is then given by
where the indicator function $1_{\text{weekday}(k)=l}$ is equal to 1 if it is true that day $k$ corresponds to weekday $l$, and 0 otherwise. Equation 2 thus implicitly assumes that drivers have information about future travel time realizations when choosing their optimal arrival routine (the SRPAT). While it is impossible to know the travel time realizations ex ante, the average weekday-specific travel time seems to be a good representation of the expectation a regular commuter may have about travel time realizations, including those in the future.

### 2.3 Short-run model

The optimal arrival time chosen in the long-run model ($\arg \max_a E[A_{zla}]^L_R$) is fixed in the short run, and becomes the relevant preferred arrival time in the short-run scheduling decisions: the SRPAT. In the short run, the $z = 1, \ldots, Z$ drivers choose a departure time $t$ on a series of days $k = 1, \ldots, K$. The short-run utility function, $V_{zkt}^{SR}$, is again a linear function of expected rewards, travel times and schedule delays. In contrast to the long-run model, all attributes are stochastic, and the expectation operator for the short run is denoted by $E[\cdot]^{SR}$. Note that the short-run model assumes that the disutility of travel time variability is entirely captured by its impact on expected schedule delay costs.

$$V_{zkt}^{SR} = \beta_R E[R_{zkt}]^{SR} + \beta_T E[T_{zkt}]^{SR} + \beta_E E[SDE_{zkt}]^{SR} + \beta_L E[SDL_{zkt}]^{SR},$$

where $E[SDE_{zkt}] = E[\max[SRPAT - t - T_{zkt}, 0]]$

$$E[SDL_{zkt}] = E[\max[t + T_{zkt} - SRPAT, 0]]$$

In the short run, more up-to-date information on travel time realizations becomes available compared to the long run, for instance due to better knowledge of upcoming weather conditions. We represent this enhanced information availability by computing a weighted average of the long-run expectation of attributes $A \in \{R, T, SDE, SDL\}$ (the weekday-specific averages) and the regarding attribute value based on the actual travel time realization on the day of travel $\bar{k} \in K$. The weight attached to the actual travel time realizations, relative to the long-run travel time expectations, is denoted by $\theta$ and will be estimated.\(^6\) We use an indicator function similar to the one employed in the long-run model, $1_{\text{weekday}(k)=l}$, to indicate whether the weekday corresponding to $k$ also corresponds to

\(^6\)We also tested alternative methods (i.e. state-space and semi-parametric estimations) that allowed the expected travel times to depend on day-specific variables such as weather conditions. However, we found that the difference between realized and expected travel times barely decreased as a consequence of adding
weekday $\bar{l}$, where $\bar{l}$ indicates the weekday associated with the day of travel $\bar{k}$:

$$E[A_{z\bar{k}j}]^{SR} = \theta \ A_{z\bar{k}j} + (1 - \theta) \ \frac{\sum_{k=1}^{K} A_{z\bar{k}j} \mathbf{1}_{\{\text{weekday}(k)=\bar{l}\}}}{\sum_{k=1}^{K} \mathbf{1}_{\{\text{weekday}(k)=\bar{l}\}}}$$

Although it is unrealistic that the actual travel times are known to drivers at the moment of departure, they represent an objectively measurable benchmark for the maximum extent of information they may have at the time of departure.

### 2.4 Auxiliary model

Besides the basic long-run and short-run models specified by Equations 1 and 3, we introduce an alternative short-run model, which is used to test whether it is true that the SRPAT is indeed the relevant anchor point in departure time decisions, as stated in Equation 3. If this is true, a move away from the SRPAT towards the LRPAT would increase schedule delay costs. We therefore re-formulate the short-run model by changing the definition of the schedule delays such that it becomes possible to determine whether scheduling costs are at their minimum at the SRPAT or at the LRPAT. To do so, we introduce the adapted schedule delays SDAE and SDAL, which capture arrival moments that are early or late with respect to both measures of SRPAT and LRPAT. In addition, we define the intermediate domains SDME and SDML. SDME captures arrival moments that are early with respect to the SRPAT but late with respect to the LRPAT, provided that $\text{LRPAT} < \text{SRPAT}$. Likewise, SDML captures arrival moments that are late with respect to the SRPAT but early with respect to the LRPAT, provided that $\text{LRPAT} \geq \text{SRPAT}$. The corresponding utility in this auxiliary model is denoted by $V_{z\bar{k}t}^{AUX}$, and the travel time expectations are defined in the same way as in the short-run model (Equation 4):

$$V_{z\bar{k}t}^{AUX} = \beta_R \ E[R_{z\bar{k}t}]^{SR} + \beta_T \ E[T_{z\bar{k}t}]^{SR} + \beta_E \ E[SDAE_{z\bar{k}t}]^{SR} + \beta_L \ E[SDAL_{z\bar{k}t}]^{SR} + \beta_M \ E[SDME_{z\bar{k}t}]^{SR} + \beta_M \ E[SDML_{z\bar{k}t}]^{SR},$$

where

<table>
<thead>
<tr>
<th>$SDAE_{z\bar{k}t} = \max[\text{LRPAT} - t - T_{z\bar{k}t}, 0]$</th>
<th>$\text{LRPAT} &lt; \text{SRPAT}$</th>
<th>$\text{LRPAT} \geq \text{SRPAT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SDAL_{z\bar{k}t} = \max[t + T_{z\bar{k}t} - \text{SRPAT}, 0]$</td>
<td>$\max[t + T_{z\bar{k}t} - \text{LRPAT}, 0]$</td>
<td></td>
</tr>
<tr>
<td>$SDME_{z\bar{k}t} = \min[\text{SRPAT} - \text{LRPAT}, \max[\text{SRPAT} - t - T_{z\bar{k}t}, 0]]$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>$SDML_{z\bar{k}t} = \min[\text{LRPAT} - \text{SRPAT}, \max[t + T_{z\bar{k}t} - \text{SRPAT}, 0]]$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

these variables. This can probably be attributed to the fact that we consider travel times over a period of less than 4 months, during which weather conditions and seasonal demand patterns were fairly stable.
Consider the case when $\text{SRPAT} \leq \text{LRPAT}$: if $\beta_{ML}$ would be equal to $\beta_L$, the model would suggest that the SRPAT is the relevant anchor to describe short-run behavior, and the LRPAT has no influence whatsoever in the short-run model. In contrast, when $\beta_{ML} = -\beta_E$, the model suggests that the LRPAT is the relevant anchor point, and the SRPAT has no impact on short-run choices. We may expect $\beta_{ML}$ to be somewhere between these polar cases, and would take a significant negative sign as an indicator of the desirability of an arrival at the SRPAT over an arrival at the LRPAT. A similar argument can be made for the case where $\text{LRPAT} < \text{SRPAT}$.

If both $\beta_{ML}$ and $\beta_{ME}$ are negative (just as $\beta_L$ and $\beta_E$ are expected to be), we can confirm that deviations from the SRPAT towards the LRPAT indeed increase scheduling costs. The auxiliary model therefore helps identifying the extent to which the SRPAT rather than the LRPAT determines short-run scheduling behavior.

2.5 Econometric specifications

The three models discussed above can be estimated employing the additive random-utility model developed by McFadden (1974). It assumes that choices between discrete alternatives are made such that the random utility of the decision maker is maximized. As a consequence, the continuous long-run, short-run and auxiliary choice problems as outlined in Equations 1, 3 and 5 must be re-formulated as a discrete problem with a finite number of choice alternatives $j = 1, \ldots, J$. The corresponding subscripts of the utility $V$ thus change from $z\text{la}$ to $zlj$ in the long-run model, and from $z\text{kt}$ to $zkj$ in the short-run and the auxiliary model, where $j$ represents the index number associated with an arrival time interval $a$ in the long-run model and a departure time interval $t$ in the short-run and auxiliary models. The random error term corresponding to the long-run model is then denoted by $\epsilon_{zlj}$, and the error terms corresponding to the short-run and the auxiliary model by $\epsilon_{zkj}$. We apply a standard discrete-choice specification and assume that the random terms are additive and iid with the extreme-value distribution. From these assumptions, the multinomial logit (MNL) model arises, and the choice probabilities for alternative $i \in J$, $P^{LR}_{zli}$, $P^{SR}_{zkj}$ and $P^{AUX}_{zkj}$, have the logit form:

\begin{align}
P^{LR}_{zli} &= \frac{\exp(V^{LR}_{zli})}{\sum_{j=1}^{J} \exp(V^{LR}_{zlj})}, \\
P^{SR}_{zkj} &= \frac{\exp(V^{SR}_{zkj})}{\sum_{j=1}^{J} \exp(V^{SR}_{zkj})} \quad \text{and} \quad P^{AUX}_{zkj} = \frac{\exp(V^{AUX}_{zkj})}{\sum_{j=1}^{J} \exp(V^{AUX}_{zkj})}
\end{align}

The model parameters can then be estimated by maximizing the corresponding log-likelihood function, which is defined as the sum of the logs of the choice probabilities of the chosen alternatives across observations. Because arrival routines are weekday-specific and departure time decisions are made on numerous days, multiple observations per driver are included in the long-run as well as short-run datasets. The MNL model ignores this panel nature of the datasets. The assumption of independent observations is probably less drastic for RP data compared to SP data, as the valuation attached to travel time and
schedule delays may differ across days also for a given driver. In order to correct for a possible under-estimation of the standard errors, the panel specification of the sandwich estimator is used (e.g Daly et al., 2013).

Moreover, we will test whether our results still hold if the models allow for heterogeneity across drivers. For this purpose, we re-estimate the main models using panel latent-class models. These models assume that drivers can be sorted into a set of Q classes, with (some or all) coefficient estimates being class-specific. The term ‘latent’ derives from the fact that preference heterogeneity is unobserved. So, it is ex ante unknown to the analyst to which class a particular driver belongs to, and also after the estimation only membership probabilities rather than actual memberships are derived. The analyst only has control over the number of classes Q. The estimation procedure differs from the estimation of MNL models mainly by the fact that not only choice probabilities for the alternatives \( j = 1, \ldots, J \) need to be determined, but also the probabilities of being member of class \( q = 1, \ldots, Q \). In line with the notation used by Greene and Hensher (2003), these are denoted by \( H_{zq} \). The loglikelihood function for the long-run model is then given by the following equation:

\[
\ln L = \sum_{z=1}^{Z} \ln \left( \sum_{q=1}^{Q} H_{zq} \left( \prod_{l=1}^{l=5} \bar{P}_{zl|q} \right) \right),
\]

where \( \bar{P}_{zl|q} \) is equal to the probability associated with the chosen arrival routine by driver \( z \) on weekday \( l \) conditional on driver \( z \) being member of class \( q \). And the multiplicative term \( \prod_{l=1}^{l=5} \bar{P}_{zl|q} \) therefore represents the likelihood of the sequence of arrival routine choices for each weekday \( l \) made by driver \( z \), again conditional on class membership. Similarly, a latent class version of the short-run model can be established.

Latent class models can be considered a special case of mixed logit models. The essential difference between them is that mixed logit models capture unobserved heterogeneity by estimating a continuous probability density function for the parameters, whereas latent class models assume a discrete distribution. Latent class models have the advantage that they do not require distributional assumptions regarding heterogeneity. The analyst only needs to specify the number of classes. Given the limited number of classes that are distinguished in most applications, an instructive and intuitive representation of heterogeneity can be achieved. Moreover, a latent class setting usually allows all relevant coefficients to vary across classes, even if the variation in explanatory variables is low and correlation between the variables is high, whereas mixed logit models tend to be more restrictive in this respect. This is mainly because in contrast to mixed logit models, a closed expression for the log-likelihood estimator is available for latent class models, enabling the estimation of more coefficients with the same amount of computational resources. For these reasons, panel latent class models are used in this paper as a simple, yet insightful check for the effects of unobserved heterogeneity across drivers.
3 Data

3.1 Experimental setting

We use RP data that were collected during a large-scale peak avoidance (Spitsmijden in Dutch) experiment in the Netherlands.\(^7\) Participants were eligible for a monetary reward of 4 Euro per day if they avoided traveling on a specific highway link\(^8\) during the morning peak (6:30–9:30 a.m.). The highway link has a length of 9.21 km and is frequently congested during morning peak hours. We refer to the link as ‘C1–C2’, since it is defined as the road segment between two cameras ‘C’. Rewards could not be earned on weekends or school vacation days, and when a driver had already exceeded the maximum number of rewards per 2-week period. This maximum is driver-specific, and is based on a driver’s reference behavior, which is defined as the average number of trips he had undertaken along the C1–C2 link per 2-week period before the start of the experiment.\(^9\)

The entire experiment lasted for more than a year, from November 2008 until December 2009. Participants could join and leave the experiment during this period. Overall, about 5000 commuters participated. More than 15000 commuters had been invited to participate in the experiment after they were observed passing the C1–C2 link regularly, resulting in almost 3000 actual participants. Another 2000 participants were recruited through lease car companies and from an earlier peak avoidance experiment, or applied spontaneously for participation. The selection of the participants is therefore voluntary and not random. In a robustness check, we will test possible implications of the self-selection on the distinction between long-run and short-run scheduling behavior.

Travel times and passage times of the participants have been measured directly along the C1–C2 link, using cameras capable of number plate detection. For our analysis, we prefer to use door-to-door travel times instead. The underlying intuition can be found in an accompanying paper (Peer et al., 2013), and is briefly summarized here. It relates to the frequent finding that travel times are correlated positively across links, for instance because speeds are low on large parts of the network during peak periods. If these correlations are ignored in a scheduling model (as it would be the case if only travel times along the C1–C2 link instead of door-to-door travel times were taken into account), differences between peak and off-peak travel times will be underestimated, and consequently the value of time will be overestimated. In order to avoid this, Peer et al. (2013) develop a method based on geographically weighted regression (GWR) to approximate driver-, day- and time-of-day-specific door-to-door travel times as well as departure times from home and arrival times at work. More specifically, they estimate travel time correlation across

---

\(^7\)A more detailed overview of this experiment can be found in Knockaert et al. (2012a).

\(^8\)Highway A12 between Gouda and Zoetermeer with driving direction towards The Hague.

\(^9\)For roughly 9 percent of the observed travels, participants were not able to earn a reward regardless of their passage time of the C1–C2 link, as they had already exceeded their maximum number of rewards.
links, taking into account that these correlations vary over space, and thus depend on the home and work location of a driver. The same method is also used to approximate the door-to-door travel times for the analyses conducted in this paper.

In this paper, we focus on drivers who participated in the experiment between begin September 2009 and mid December 2009 ($K = 75$ working days), and who were observed to use the C1–C2 link at least occasionally during that time period. From these participants, only those are selected who filled in a survey that included questions about their long-run arrival time preference, and for whom we are able to approximate door-to-door travel times given the limited coverage of the GPS-based GWR model developed in Peer et al. (2013). These restrictions leave use with $Z = 371$ drivers.

3.2 Operationalization of the LRPAT and the SRPAT

For each driver, measures of the LRPAT and the SRPAT need to be determined. We derive the LRPAT from reported data and the SRPAT from actual behavior. By nature of its definition, the LRPAT refers to a guaranteed congestion-free situation, and can therefore not be derived from actual behavior. Instead, the LRPAT is obtained from a questionnaire conducted among the participants of the experiment. They were asked to state their preferred arrival time at work if they knew for sure that they would not face any congestion during their commuting trip.\(^\text{10}\)

The SRPAT on the other hand is defined as the driver- and weekday-specific median arrival time at work.\(^\text{11}\) When estimating the short-run model, we will exclude those choices for which the actual arrival time by definition coincides with the corresponding SRPAT, as these choices are clearly endogenous: the SRPAT is supposed to explain the actual arrival time, but the median actual arrival time in fact defines the SRPAT. We do not expect the procedure of removing the median arrival times to cause biased estimates, as it is essentially identical to the unsuspicious procedure of removing a random set of departure time choices (one per driver) and setting the arrival times that correspond to each of the removed choices equal to the scheduling anchor for the remaining choices of that particular driver. It is of minor importance that the choices yielding the median arrival times are removed rather than a random set of choices, at least if one is willing to accept our modeling assumption that drivers have a stable utility function. The underlying preferences for the trade-off between reward, travel time, schedule delays are thus the same on each day, implying that drivers do not have different preferences on the day associated with the median than on other days. Only if they would, we would expect biased estimates. Also, the removed choices are not substantially different from the included ones (except

\(^\text{10}\)Drivers with a LRPAT earlier than 6:30 or later than 9:30 were removed from the dataset as these drivers do not have an incentive to travel during the peak period, meaning that the trade-offs modeled in the long-run and short-run utility functions are irrelevant to them.

\(^\text{11}\)If the number of observations per driver and weekday is an even number, we randomly assign one of the two middle values as median.
for being slightly more clustered towards the middle of the peak in terms of arrival time). Finally, it is reassuring that the results of the short-run model do not change much if the choices corresponding to the median arrival times are kept in the dataset. Note that we do not specify the SRPAT as average arrival time as this would mean that in the short-run model all observations are subject to endogeneity, as all arrival times would have an impact on the SRPAT from which they are in turn explained. Moreover, it can be shown that the fit of the long-run model decreases if the SRPATs are defined as mean rather than median arrival times, possibly because the mean is overly affected by outliers.

Based on the specification of the long-run model, it is clear that the LRPAT is the relevant anchor point for the long-run scheduling decisions. For the short-run model, it is the SRPAT. But the empirical specification in the latter case is less obvious. One could establish a direct link between the long-run and the short-run model by using the fitted SRPATs (as estimated in the long-run model) rather than the ‘actual’ SRPATs (the medians). However, this would mean that the available information on the ‘actual’ SRPATs is ignored in the short-run model. The consequence becomes immediately visible if the approach is pursued: the explanatory power of the short-run model drops significantly. For this reason, we adhere to using the ‘actual’ SPRATs (as defined above) as relevant scheduling anchor in the short-run model.

3.3 Choice set definitions and descriptives

For both the long-run and the short-run models, the choice set consists of $J = 16$ discrete and distinct choice alternatives. Each alternative corresponds to a 15-minute interval. In the long-run model, a driver is able to choose between arrival routines that result in an arrival time at work between 6:15 and 10:00. In the short-run model, the choice set is driver-specific. This is to ensure that despite the differences in home–work distances only the most relevant departure time alternatives are included for each driver, in particular those that yield a trade-off with respect to the reward. For each driver the short-run choice set contains 12 departure time alternatives that result (in expected terms) in an on-peak passage time of the C1–C2 link during the peak, and therefore do not yield a reward, and 4 alternatives that result, again in expected terms, in an off-peak passage time of the C1–C2 link (2 alternatives before, and 2 after the peak). Following these definitions, the choice set can be considered exhaustive. Due to data limitations we are not able to estimate a model that takes into account also other potentially available choice alternatives, including alternative transport modes and routes, or the possibility to work from home, which some of the participants might have.

Table 1 provides some descriptive statistics on the datasets used for the estimation of the long-run and the short-run models. The number of observations in the long-run model

---

12 A driver-specific choice set is less relevant for the long-run model, since travel distances between C2 and work are rather similar across drivers (compared to the home–C1 distances), and hence a given set of arrival alternatives captures similar trade-offs between reward and travel time for all drivers.
is determined by the number of driver-weekday combinations for which valid measures of the SRPAT are available. For the SRPAT to be available for a given driver and weekday, the driver must have been observed to pass the C1–C2 link on that specific weekday at least three times (during days he was eligible for receiving a reward). The driver-specific average number of weekdays for which the SRPAT can be specified, given this restriction, is around 3. The short-run dataset then consists of all observations that were used in determining the SRPAT, except for the ones for which the corresponding arrival times have been identified as SRPAT (resulting in an exclusion of 1306 observations). We find that the average remaining number of departure time choices per driver is about 16. Table 1 also gives an overview of the short-run schedule delays, showing that more than 60 percent of the departure time choices result in an arrival time that is less than 15 minutes early or late with respect to the SRPAT. Finally, the distribution of the monthly net household income of the participants is presented. The available figures clearly indicate that the participants can dispose of a higher net household income than the average Dutch household (ca. 2760 Euro in 2008).

Figure 1a provides the intuition behind defining travel time expectations and routines as weekday-specific. It demonstrates that travel times differ substantially across weekdays. Figure 1b contains a scatterplot for all drivers and weekdays for which valid measures of the SRPAT and the LRPAT are available. As expected, given that travel times follow a pronounced peak pattern, the distribution of the SRPAT is relatively more dispersed over time-of-day than the distribution of the LRPAT, which peaks roughly between 8:00 and 9:00. More specifically, drivers with a relatively early LRPAT (the median LRPAT is indicated in the figure) tend to choose a SRPAT that is earlier than their LRPAT, while drivers with a relatively late LRPAT tend to choose a later SRPAT. The differences in the distribution of the LRPAT and the SRPAT are confirmed by their corresponding histograms, shown in Figures 1c and 1d. Since rewards can be gained for passing C1–C2 before 6:30, a very pronounced peak can be observed for arrival times at work between 6:30 and 7:00. The figures thus provide a strong indication that the choice of the SRPAT is indeed the result of a trade-off between the average congestion pattern, deviations from the LRPAT, as well as the distribution of the monetary incentive over time of the day.

---

13 The average annual net income amounts to 33,100 Euro: [http://statline.cbs.nl/StatWeb/publication/?DM=SLNL&PA=71511ned&D1=a&D2=a&D3=0&D4=a&VW=T](http://statline.cbs.nl/StatWeb/publication/?DM=SLNL&PA=71511ned&D1=a&D2=a&D3=0&D4=a&VW=T)

14 In one of the sensitivity analyses to be presented below, we will weight observations to correct for possible biases that may result from this peak.
Table 1: Descriptives datasets

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nr. of days ((K))</td>
<td>75</td>
<td>–</td>
</tr>
<tr>
<td>Nr. of drivers ((Z))</td>
<td>371</td>
<td>–</td>
</tr>
<tr>
<td>Nr. of choice alternatives ((J))</td>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td><strong>Long-run dataset</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nr. of SRPAT choices</td>
<td>1158</td>
<td>–</td>
</tr>
<tr>
<td>Avg. nr. of SRPAT choices per driver</td>
<td>3.12</td>
<td>1.42</td>
</tr>
<tr>
<td><strong>Short-run dataset</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nr. of departure time choices</td>
<td>7271</td>
<td>–</td>
</tr>
<tr>
<td>Nr. of excluded choices due to coincidence of SRPAT and arrival time</td>
<td>1306</td>
<td>–</td>
</tr>
<tr>
<td>Remaining nr. of departure time choices</td>
<td>5965</td>
<td>–</td>
</tr>
<tr>
<td>Avg. remaining nr. of departure time choices per driver</td>
<td>16.08</td>
<td>11.21</td>
</tr>
<tr>
<td><strong>Arrival time deviations from the SRPAT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>more than 30 minutes early</td>
<td>7.66%</td>
<td>–</td>
</tr>
<tr>
<td>between 15 and 30 minutes early</td>
<td>11.03%</td>
<td>–</td>
</tr>
<tr>
<td>between 15 minutes early and 15 minutes late</td>
<td>62.35%</td>
<td>–</td>
</tr>
<tr>
<td>between 15 and 30 minutes late</td>
<td>9.64%</td>
<td>–</td>
</tr>
<tr>
<td>more than 30 minutes late</td>
<td>9.32%</td>
<td>–</td>
</tr>
<tr>
<td><strong>Monthly net income per household</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;2000 Euro</td>
<td>5.99%</td>
<td></td>
</tr>
<tr>
<td>2000–3500 Euro</td>
<td>26.70%</td>
<td></td>
</tr>
<tr>
<td>3500–5000 Euro</td>
<td>30.52%</td>
<td></td>
</tr>
<tr>
<td>&gt;5000 Euro</td>
<td>14.44%</td>
<td></td>
</tr>
<tr>
<td>no information</td>
<td>22.34%</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Descriptives LRPAT and SRPAT
## 4 Estimation results

### 4.1 Main models

Table 2 shows the results obtained for the long-run, the short-run and the auxiliary model.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Long-Run Value</th>
<th>t-Statistic</th>
<th>Short-Run Value</th>
<th>t-Statistic</th>
<th>Auxiliary Value</th>
<th>t-Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_R$</td>
<td>0.22</td>
<td>5.02</td>
<td>0.13</td>
<td>5.78</td>
<td>0.17</td>
<td>6.75</td>
</tr>
<tr>
<td>$\beta_T$</td>
<td>-6.61</td>
<td>-7.33</td>
<td>-0.69</td>
<td>-1.45</td>
<td>-1.75</td>
<td>-3.09</td>
</tr>
<tr>
<td>$\beta_L$</td>
<td>-1.58</td>
<td>-13.99</td>
<td>-2.70</td>
<td>-20.34</td>
<td>-2.53</td>
<td>-20.80</td>
</tr>
<tr>
<td>$\beta_{ME}$</td>
<td>-</td>
<td>-</td>
<td>-3.23</td>
<td>-8.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{ML}$</td>
<td>-</td>
<td>-</td>
<td>-1.75</td>
<td>-8.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.43</td>
<td>6.25</td>
<td>0.36</td>
<td>5.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VOT* (Euro/h)</td>
<td>29.46</td>
<td>4.14</td>
<td>5.20</td>
<td>1.30</td>
<td>10.56</td>
<td>2.48</td>
</tr>
<tr>
<td>VSDE* (Euro/h)</td>
<td>9.17</td>
<td>4.70</td>
<td>21.62</td>
<td>5.60</td>
<td>23.16</td>
<td>5.94</td>
</tr>
<tr>
<td>VSDL* (Euro/h)</td>
<td>7.05</td>
<td>4.73</td>
<td>20.22</td>
<td>5.66</td>
<td>15.27</td>
<td>6.27</td>
</tr>
<tr>
<td>VSDME* (Euro/h)</td>
<td>-</td>
<td>-</td>
<td>-3.23</td>
<td>-9.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VSDML* (Euro/h)</td>
<td>-</td>
<td>-</td>
<td>-1.75</td>
<td>-9.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nr. Obs.</td>
<td>1158</td>
<td>5965</td>
<td>5965</td>
<td>5965</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogLik.</td>
<td>-2673</td>
<td>-10550</td>
<td>-10410</td>
<td>-10410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.17</td>
<td>0.36</td>
<td>0.36</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The long-run and short-run VOTs are significantly different with a t-statistic of 2.97, the VSDEs differ with a t-statistic of 2.83, and the VSDLs with a t-statistic of 3.35. In the auxiliary model, $\beta_E$ differs from $\beta_{ME}$ with a t-statistic of 7.05, while the difference between $\beta_L$ and the $\beta_{ML}$ has a t-statistic of 1.91. Furthermore, the difference between the VOTs in the short-run model and the auxiliary model is insignificant, with a t-statistic of 0.92.

For all models, credible point estimates are obtained. The VOT is between 5.20 and 29.46 Euro/hour, the VSDE between 9.17 and 23.16 Euro/hour, and the VSDL between 7.05 and 20.22 Euro/hour. Significant differences between the long-run and the short-run estimates of the VOT, VSDE and VSDL confirm our main hypothesis that travelers have higher scheduling flexibility in the long run.\(^{15}\) We find that travel time is valued significantly higher in the long-run model than in the short-run model (where the travel time coefficient is insignificant), indicating that drivers attach a higher value to more permanent (repetitive) travel time changes, supposedly because these can be exploited better by rescheduling the routines. Schedule delays are valued much higher in the short-run model than in the long-run model. A likely explanation is the more binding nature of short-run scheduling.

\(^{15}\)Note that the standard errors of all valuations are computed using the Delta method (e.g. Small, 2012).
constraints, which renders the re-planning of activities more costly. Moreover, the fact that $\theta$ is around 0.4 and significantly different from 0, suggests that in the short run drivers indeed have more information on travel time realizations than in the long-run, and hence take this information into account when deciding on their departure time.

Since in the auxiliary model all scheduling coefficients are negative and significantly different from 0, we can conclude that a net scheduling disutility results from moving away from the SRPAT towards the LRPAT. Therefore, the SRPAT is the valid anchor point of the short-run schedule delays. Specifically, we find that $\beta_E$ is significantly (about 2.6 times and with a t-statistic of 7.05) higher than $\beta_{ME}$. This indicates that schedule delay early is valued higher if one arrives early with respect to both preferred arrival times than in the intermediate domain, with earliness with respect to the SRPAT but lateness with respect to the LRPAT. While this finding might indicate that drivers still take into account the LRPAT in their departure time decisions, although to a lesser extent than the SRPAT, it may also reflect non-linearities in the valuation of earliness (e.g. Tseng and Verhoef, 2008).

Regarding the coefficients for schedule delay late, we find that $\beta_{ML}$ is approximately 1.3 times larger than $\beta_L$ (with a t-statistic of 1.91). We can thus conclude that the costs of being late with respect to both the LRPAT and the SRPAT are comparable to the costs resulting from lateness with respect to the SRPAT but earliness with respect to the LRPAT. We also find that the VOT is higher in the auxiliary model compared to the short-run model (10.56 vs. 5.20 Euro), however, this difference is insignificant.

The next section discusses the robustness of the model specifications presented above.

4.2 Robustness checks

4.2.1 General specification issues

An essential property of the MNL model is the assumption on the independence of the estimates from adding or removing irrelevant alternatives (IIA). The IIA does not hold if decision makers regard some alternatives as closer substitutes than others in a way that is not captured by the explanatory variables. Using a Hausman-type test that has been suggested by Hausman and McFadden (1984), we compare the outcomes of the long-run and short-run models that only consider a sub-set of the originally available choice alternatives to the outcomes of the corresponding models that consider all available alternatives.

Dropping individual choice alternatives as well as combinations of them, we find that the IIA holds quite well for the long-run model. Although the formal test is rejected for some restricted choices sets, especially if alternatives close to the beginning or the end of the peak are left out, the resulting estimates for the VOT, the VSDE and the VSDL generally remain very close to those estimated in the main model.

For the short-run model, the IIA holds less well; it is rejected for all restricted choice sets that were tested. The most frequently used remedy if the IIA does not hold are nested logit models, which group those alternatives together (the so-called nests) that are considered close substitutes. The IIA must then hold within the nests, but not between
them. However, our short-run choice problem does not lend itself easily to be transferred into a nested logit structure, since it is difficult to group the departure time alternatives according to substitutability. For instance, assuming that the nests group departure times by time-of-day, the latest scheduling alternative within the nest that groups early departures would still be expected to be a fairly good alternative for the earliest alternative within the subsequent nest. We therefore take a pragmatic approach and continue using MNL also for the short-run model. However, we ensure that our main results – that the short-run VOT is smaller than the long-run VOT and that the short-run VSDE and VSDL are higher than the corresponding long-run values – are not driven by the violation of the IIA assumption: among all the restricted choice sets investigated, we cannot identify any case where the implied result was such that the short-run VOT is significantly higher than the long-run VOT or the short-run schedule delay values are significantly lower than the long-run ones.

We also estimate various short-run and long-run models that included alternative-specific constants, in order to test whether our models are possibly misspecified in such a way that they do not capture time-of-day-specific characteristics. The constants are defined for increasingly larger groups of alternatives, taking into account the natural order of the alternatives by time-of-day. While for most long-run specifications we find these constants to be insignificant, for the short-run specifications the alternative-specific constants associated with very early departure time alternatives tend to be significantly negative. This additional disutility, which is not captured explicitly in our models, might be a consequence of commuters having a relatively high preference for being at home rather than at work in the early morning, as the work of Tseng and Verhoef (2008) suggests. The result that the VSDE becomes very similar to the VSDL if alternative-specific constants are considered, supports this explanation, since then in the main model the VSDE can be expected to capture the additional disutility from early departures. The unusual result of the main models – that the VSDE exceeds the VSDL – can thus possibly be attributed to the fact that our models do not allow for time-of-day-dependent scheduling preferences.

Next, we implement two tests to ensure that the measure of the LRPAT that we use is a good representation of the participants’ preferred arrival time in their long-run choice of their SRPAT. The first test is based on the idea that the LRPAT must explain the SRPAT better than alternative measures of the LRPAT. For this purpose, we alter the LRPAT for all respondents by $\pm 5, \pm 10, \pm 15, \pm 20, \pm 25, \pm 30$ minutes. Figure 2 shows that indeed the log-likelihood peaks very near the model where the LRPAT is left unchanged, confirming that the LRPAT, although drawn from a questionnaire, indeed seems to represent the drivers’ most desired arrival time from a long-run perspective. In a second test, we divide the observations into two groups: the earliest 50 percent and the latest 50 percent of LRPATs. This is to check that the schedule delay cost valuations in the long-run model are not mainly due to early commuters (for schedule delay early), or mainly due to late commuters (for schedule delay late). Table 3 shows that a lower VOT, VSDE and VSDL are obtained for the earlier LRPATs compared to the later LRPATs, however, the differences turn out to be insignificant.
Additionally, we perform two robustness checks for the short-run model. For the first one, we re-estimate the short-run model as presented in Table 2, with the only difference that travel time expectations are assumed equal to the actual travel time realizations (hence, $\theta = 1$) instead of a weighted average between the actual realizations and the weekday-specific average. If this model yields similar results as the main short-run model, we can conclude that the estimation results of the main short-run model are not driven by long-run travel time expectations. If the latter was true, differences between long-run arrival routines and actual arrival times would be due to unobserved factors only, rendering the distinction between the long-run and the short-run model meaningless. The estimation results in Table 3 show that similar values of schedule delay as in the main short-run model are obtained (with the differences being insignificant). This is an indication that actual travel time realizations are able to explain short-run behavior, although slightly less well than the short-run model. The latter finding provides an argument for still including the long-run travel time expectations as part of the short-run expectations (i.e. $\theta < 1$), since they assume the role of a stabilizing element in the formation of short-run travel time expectations.

In the second robustness check that specifically concerns the short-run model, we test whether the particular shape of the SRPAT distribution over the time of the day, with a large share of drivers departing before the peak (Figure 1d), might possibly drive the estimation result. For this purpose, we re-estimate the short-run model while applying weights to the observations that are defined as inversely proportional to the density of
the SRPAT distribution. The corresponding results are presented in Table 3. We find that the VOT, VSDE and VSDL are not significantly different from those derived in the standard short-run model, and can thus conclude that the estimation results are not driven by the uneven distribution of departure times over the time of the day.

Table 3: Robustness checks: General (MNL)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Long-run</th>
<th>Short-run</th>
<th>θ = 1</th>
<th>Inverse Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>β_R</td>
<td>0.23</td>
<td>3.61</td>
<td>0.15</td>
<td>2.05</td>
</tr>
<tr>
<td>β_T</td>
<td>-5.59</td>
<td>-4.59</td>
<td>-7.18</td>
<td>-5.45</td>
</tr>
<tr>
<td>β_E</td>
<td>-1.80</td>
<td>-5.72</td>
<td>-2.09</td>
<td>-10.67</td>
</tr>
<tr>
<td>β_L</td>
<td>-1.57</td>
<td>-10.20</td>
<td>-1.48</td>
<td>-7.06</td>
</tr>
<tr>
<td>θ</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>VOT* (Euro/h)</td>
<td>23.97</td>
<td>2.85</td>
<td>47.10</td>
<td>2.02</td>
</tr>
<tr>
<td>VSDE* (Euro/h)</td>
<td>7.76</td>
<td>3.13</td>
<td>13.74</td>
<td>2.13</td>
</tr>
<tr>
<td>VSDL* (Euro/h)</td>
<td>6.72</td>
<td>3.48</td>
<td>9.68</td>
<td>2.08</td>
</tr>
<tr>
<td>Nr. Obs.</td>
<td>579</td>
<td>579</td>
<td>5965</td>
<td>5965</td>
</tr>
<tr>
<td>LogLik.</td>
<td>-1269</td>
<td>-1409</td>
<td>-10592</td>
<td>-10871</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.21</td>
<td>0.12</td>
<td>0.36</td>
<td>0.34</td>
</tr>
</tbody>
</table>

*Comparing the two long-run models, the corresponding differences between the VOTs, VSDEs and VSDLs are insignificant. The same holds for the differences in the valuations between the short-run models presented in this table and the main model presented in Table 2.

16 The density of the SRPAT distribution is calculated using a normal kernel function with a bandwidth of 15 minutes.
4.2.2 Travel time variability

We were not able to estimate the cost of travel time variability in the long-run model, due to the strong correlation between the standard deviation of travel times and average travel times, which is a common pattern (e.g. Peer et al., 2012). A consequence may be that the relatively high VOT in the long-run model partially reflects the value attached to reliability, and thus to short-run schedule delays. To check whether the difference between the long-run and the short-run VOT persists if we correct for this, we impute the share of the long-run VOT that may be due to variability. For this purpose, we use the relationship between the valuation of reliability (VOR) and the valuation of schedule delays that was established by Noland and Small (1995) and later generalized by Fosgerau and Karlström (2010). Fosgerau and Karlström (2010) showed that for any standardized travel time distribution that is constant over the time of the day, the VOR attached to the regarding travel time distribution $\Phi$ is given by

\[
VOR = (VSDE + VSDL) \cdot H(\Phi, \frac{VSDE}{VSDE + VSDL}),
\]

where $H(\Phi, \frac{VSDE}{VSDE + VSDL})$ is the so-called mean lateness factor, which is equal to the average lateness conditional on being late. The costs of variability provided that the travel time distribution $\Phi$ has standard deviation $\sigma$ are then given by $\sigma VOR$.

To approximate the long-run VOR, we derive for each driver a standardized travel time distribution $\Phi_z$ and mean lateness factor $H(\Phi_z, \frac{VSDE}{VSDE + VSDL})$, using the VSDE and VSDL derived in the short-run model. These can be interpreted as the values attached to rather incidental variations of travel time and they therefore represent an upper limit to the valuation of travel time variability in the long run. We compute the costs of variability that arise if travel time changes by one hour, in order to be able to compare them directly to the VOT. Therefore, we multiply the VOR by the derivative $(\partial \sigma / \partial E[T])_z$, which is computed using a simple OLS regression. On average, $(\partial \sigma / \partial E[T])_z$ is found equal to 0.54, indicating the positive correlation between mean travel time and travel time variability. We then find that the average driver-specific costs of variability that result when the expected travel time changes by 1 hour is equal to 16.71 Euro. The costs are fairly similar across drivers, with a standard deviation amounting to 1.00 Euro. We can therefore conclude that about half of the long-run VOT as presented in Table 2 should be attributed to the costs resulting from travel time variability. Even after removing these costs of variability, the long-run VOT of 13.45 Euro still exceeds the short-run VOT.

17For each driver we form a standardized travel time distribution based on the long-run travel time expectations for each of the $J$ departure time intervals. The assumption that travel time distributions are constant over the time of the day is not perfectly fulfilled. However, it was verified that our results hold also if standardized travel times are based either on peak or off-peak travel time distributions only.
4.2.3 Observed heterogeneity and self-selection

In our main models, we do not include any variables that describe driver-specific characteristics, the main reason being that barely any of them were found significant. We tested interactions with the reward, time and schedule delay coefficients (both simultaneously and sequentially) for the following socio-economic characteristics: income\textsuperscript{18}, education, gender, age, presence and age of children, and household structure. We could not find any interactions that were significant at the 5 percent level in the short-run model. In the long-run model the only significant interactions we could identify were that schedule delays are valued lower by persons with either a relatively low or high income, and higher by persons with low education. However, since the size of these effects is fairly small, we prefer to present here the simpler models that ignore observed heterogeneity between participants.

Drivers could self-select themselves for participation in the experiment, rendering participants potentially different from non-participants. While this paper does not aim at providing representative valuations for a larger group than the group of participants considered in the analysis, not in the least place because it is ambiguous how such a larger group should be defined, we intend to test whether there is any indication that the relations we find between the short-run and long-run valuations of travel time and schedule delay might only hold for participants but not for non-participants.

To see whether and how participants and non-participants differ, a small-scale survey (84 valid answers) was carried out among those who were invited to participate in the experiment but decided not to do so. We used the data on those variables that have been collected for both participants and non-participants to run a simple logit model that seeks to explain which variables drive participation. We found that a higher likelihood of participation applies for persons with high education, persons who travel frequently along the C1–C2 link during peak hours before the start of the experiment, and persons with usual work starting times before 7:30 and after 8:30. Females and older persons, as well as people who state they have no flexibility of starting earlier and/or later than usual are relatively more likely to decide against participation. Income, household structure, the presence and age of kids as well as a constant term were not found significant.

Using the propensity scores (the fitted values) from the logit model, we are able to test whether also for participants with a low propensity score (hence, those that are most similar to non-participants) the long-run VOT is higher than the short-run VOT, and the long-run valuations of schedule delays are lower than the short-run ones. We therefore re-run the standard long-run and short-run models including only participants in the lower

\textsuperscript{18} As the (ordinal) income variable collected from a questionnaire does not exhibit a large degree of variation across drivers and is furthermore not available for all drivers considered in our analyses, we also tested a second income measure, which is derived from matching the ZIP code area a participant has reported to live in with the average incomes (in 2008) in the same ZIP code area. We use 6-digit ZIP code areas, which in our sample are composed of ca. 60 households each.
30th and the lower 50th percentile of propensity scores.\textsuperscript{19} As Table 4 shows, the estimation

Table 4: Robustness checks: Propensity scores for participation (MNL)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Long-run</th>
<th></th>
<th></th>
<th>Short-run</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30th percentile</td>
<td>50th percentile</td>
<td></td>
<td>30th percentile</td>
<td>50th percentile</td>
<td></td>
</tr>
<tr>
<td>( \beta_R )</td>
<td>0.15</td>
<td>1.91</td>
<td>0.20</td>
<td>3.29</td>
<td></td>
<td>0.11</td>
</tr>
<tr>
<td>( \beta_T )</td>
<td>-6.93</td>
<td>-3.74</td>
<td>-5.91</td>
<td>-5.91</td>
<td></td>
<td>-0.95</td>
</tr>
<tr>
<td>( \beta_E )</td>
<td>-2.35</td>
<td>-7.52</td>
<td>-2.05</td>
<td>-8.38</td>
<td></td>
<td>-3.13</td>
</tr>
<tr>
<td>( \beta_L )</td>
<td>-1.91</td>
<td>-7.88</td>
<td>-1.71</td>
<td>-10.52</td>
<td></td>
<td>-2.75</td>
</tr>
<tr>
<td>( \theta )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>0.31</td>
</tr>
<tr>
<td>( \text{VOT}^* ) (Euro/h)</td>
<td>47.62</td>
<td>1.70</td>
<td>29.19</td>
<td>2.63</td>
<td></td>
<td>8.63</td>
</tr>
<tr>
<td>( \text{VSDE}^* ) (Euro/h)</td>
<td>16.20</td>
<td>1.86</td>
<td>10.14</td>
<td>3.07</td>
<td></td>
<td>28.30</td>
</tr>
<tr>
<td>( \text{VSDL}^* ) (Euro/h)</td>
<td>13.08</td>
<td>1.86</td>
<td>8.43</td>
<td>3.15</td>
<td></td>
<td>24.91</td>
</tr>
<tr>
<td>Nr. Obs.</td>
<td>323</td>
<td>539</td>
<td></td>
<td>1656</td>
<td>2778</td>
<td></td>
</tr>
<tr>
<td>LogLik.</td>
<td>-711</td>
<td>-1229</td>
<td></td>
<td>-2928</td>
<td>-4965</td>
<td></td>
</tr>
<tr>
<td>Pseudo R\textsuperscript{2}</td>
<td>0.21</td>
<td>0.18</td>
<td></td>
<td>0.36</td>
<td>0.35</td>
<td></td>
</tr>
</tbody>
</table>

results confirm that the main findings of the paper hold also for the participants that are most similar to non-participants. We therefore conclude that although self-selection is clearly evident for this experiment, it does not seem to have strong implications for the relation between long-run and short-run valuations of time and schedule delays.

4.2.4 Unobserved heterogeneity

We estimate panel latent class models in order to investigate whether the results differ from the main models in Table 2 if we account for unobserved heterogeneity among drivers. We re-estimate the main long-run and short-run models allowing for two latent classes\textsuperscript{20} in both models. While various formulations are possible for the class membership model, we adopt a simple multinomial logit form here (without additional explanatory variables\textsuperscript{21})

\textsuperscript{19}Note that we could also have used lower percentiles than the 30th. However, then, probably as a consequence of the small sample size, the reward coefficient becomes insignificant leading to meaningless point estimates of the valuations. Regardless of that, also for lower percentile values, we still find that in the long-run model, the time coefficient is higher in absolute terms than the schedule delay coefficients; and the other way round for the short-run model.

\textsuperscript{20}We tested also higher numbers of classes, however, found that the estimated coefficients become fairly unstable.

\textsuperscript{21}We also tested a panel latent class model with class membership being conditional on various socio-economic characteristics. However, given that the corresponding coefficients turned out insignificant in the MNL models, it is not surprising that we obtained a similar result for the latent class models.
other than a constant), which ensures that relative class sizes sum up to 1 without actively constraining the parameter values in the estimation.

As Table 5 shows, the log-likelihood improves significantly compared to the MNL estimates (from Table 2) for both the long-run and the short-run model.

Table 5: Results: Latent class models

| Coefficients | Long-Run | | Short-Run | | |
|--------------|----------|----------|----------|----------|
|              | Class 1  | Class 2  | Class 1  | Class 2  |
| \(\beta_R\)  | 0.25     | 0.11     | 0.16     | 0.12     |
| \(\beta_T\)  | -10.34   | -7.44    | -0.63    | -1.21    |
| \(\beta_E\)  | -1.35    | -11.55   | -1.56    | -16.55   |
| \(\beta_L\)  | -4.13    | -15.85   | -1.46    | -15.55   |
| \(\theta\)   | 0.73     | 0.73     | 0.48     | 0.48     |
| Class Prob.   | 0.32     | 0.68     | 0.45     | 10.74    |
| VOT (Euro/h)  | 41.20    | 64.46    | 3.86     | 10.00    |
| VSDE (Euro/h) | 5.40     | 42.86    | 9.63     | 49.94    |
| VSDL (Euro/h) | 16.52    | 13.30    | 9.01     | 41.32    |
| Nr. Obs.      | 1158     | 5965     |          |          |
| LogLik.       | -2494    | -9887    |          |          |
| Pseudo R\(^2\) | 0.22     | 0.40     |          |          |
As in the corresponding MNL models, travel time is valued higher than schedule delays in the long run, and the reverse relation holds for the short run. The VOT is larger in the long run compared to the short run, which is consistent with the MNL results. Regarding the schedule delay valuations, the evidence from the latent class model is a bit more mixed. While the (cross-class) average short-run schedule delays are higher than the long-run ones (consistent with the MNL results), the latent class model suggests that at least for some drivers the long-run and the short-run valuations of schedule delays might not be significantly different across the two time dimensions. As this does not imply that the relationship between long-run and short-run schedule delay values is reverse and thus contradictory to the MNL estimation results, we can still conclude that the main results remain robust when accounting for unobserved heterogeneity between drivers.

Finally, note that it is not necessary for the latent class estimates to yield average values (weighted by the class probabilities) that are close to the point estimates of the MNL models for various reasons, including correlations between the variables, differences in the variances of the estimates, and non-linearities.

5 Conclusions

We decompose the morning scheduling decisions of car commuters into long-run choices of arrival routines and short-run choices of departure times subject to the routines chosen in the long run. For this purpose, we use revealed preference (RP) data from a large-scale peak avoidance experiment in the Netherlands. In their scheduling choices, participants of the experiment trade off expected travel times, schedule delays (arriving earlier or later than preferred) and (time-of-day dependent) monetary rewards. Travel time expectations are more accurate in the short run than in the long run, since updated travel time information for the day of travel becomes available in the short run. The main goal of this paper is to investigate whether these differences between long-run and short-run scheduling decisions are reflected in different valuations of travel time and schedule delays across the two time dimensions.

The data have been collected during a real-life peak-avoidance experiment, where participants were able to gain monetary rewards for not using a specific, frequently congested highway link during the morning rush hour over a period of almost 4 months. We find that commuters indeed attach different values to the attributes of their scheduling alternatives in the long run compared to the short run: Travel times are valued substantially higher in the long run, while schedule delays are valued much higher in the short run. These findings are consistent with the intuitive notion that travel time gains can be exploited better in the long run through the adaptation of routines, while scheduling constraints are more binding in the short run when routines are fixed.

Our results may have substantial impacts on optimal choices for transport policies such as pricing and investment. Most evidently, they suggest that different values of time and schedule delay should be used in the evaluation of policy options, depending on whether
they lead to permanent changes in travel times (e.g. road capacity expansions) or changes in travel times that occur only under certain circumstances (e.g. incident management). Our results may also motivate research on the distinction between long-run and short-run scheduling decisions in the context of equilibrium transport models. A first study by Peer and Verhoef (2013), which is based on Vickrey’s bottleneck model, underlines this by showing that the pricing instruments required to reach the social optimum differ considerably from the standard (short-run) solution of the bottleneck model once the distinction between long-run and short-run scheduling preferences is taken into account.

Follow-up research should also focus on confirming the external validity of the results obtained in this paper. This is particularly important, as participation in the peak-avoidance experiment was not random; instead, commuters invited for participation could decide in favor or against it. As a consequence, it can be shown that participants differ from non-participants along various dimensions. While we investigate the implications of such self-selection behavior on the main results obtained in this paper, and find them to be minor, replication of our modeling approach and the corresponding results in different contexts would clearly underline the relevance of the findings presented here.

As the collection of RP data tends to be quite challenging and expensive, one could try to use stated preference (SP) data in future studies on long-run and short-run scheduling decisions. SP data have the advantage that the researcher is in control of the choice set, the attribute values of the choice alternatives as well as the correlations between them. Therefore it may for instance be feasible with SP data to estimate the value attached to travel time reliability directly, unlike with the RP data used here. Nevertheless a main challenge remains, and that is to phrase and frame the SP experiment such that respondents interpret the choice situations in the same way as intended by the researcher (hence, either as long-run or short-run choice), and react to it as they would react in reality. The latter is a generic concern related to SP data, including those collected for the analysis of travel behavior (e.g. Hensher, 2010).
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