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Abstract

I model optimal product-market competition policy when industries dif-
fer in the potential for quality-improving technological advance. In a two-
period model, a competition authority with limited resources administers
a deterrence-based competition policy toward two industries. In one of
the industries, an incumbent firm chooses the level of resources to invest in
a quality-improving R&D project. In the other industry, product quality
is constant. The competition authority cannot commit in advance to the
toughness of competition policy in the post-discovery world. Optimal pol-
icy requires the competition authority to administer a tougher competition
policy before innovation, all else equal, the greater the potential quality
improvement; patent protection may increase R&D intensity, but worsens
market performance.
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1. Introduction

Recognition of the issues in the debate over the application of traditional antitrust
policy to high-technology industries may be traced to Schumpeter (1943, p. 84),!
but the debate itself has moved to center stage with the internationalization and
restructuring of telecommunications industries, with applications of biotechnol-
ogy in both agriculture and pharmaceuticals, and with U.S. v. Microsoft. In
this paper, I present a model of the impact of deterrence-based product market
competition policy on firms’ incentives to invest in quality-improving innovation.

In the model of competition policy, a Competition Authority with limited
investigatory resources monitors performance in two markets, each supplied by a
monopolist.? Demand in each market has a random element. The Competition
Authority sets a threshold price for each industry and investigates an industry if
realized price exceeds the industry’s investigation threshold.

Because demand has a random part, realized price may be high enough to
trigger an investigation either because the monopoly supplier has restricted output
or because the random part of demand has pushed up the demand curve. If the
supplier has restricted output, the resulting exercise of monopoly power may or
may not be legal. I make the realistic assumption that neither the firm nor the
Competition Authority can predict the workings of the legal system with certainty.
Instead, if an investigation occurs, there is a known probability that the firm will
be tried and convicted of violating competition law, and a known fine that is
imposed if conviction takes place.

The profit-maximizing response of a firm facing such a competition policy is to
expand output above the unconstrained monopoly level, lowering expected price
and reducing the expected value of fines.

Quality-improving innovation is possible in industry 1 but not in industry 2.
In the model of innovation, there are two periods of random length. In the first
period the Competition Authority sets threshold prices for both industries and
firm 1 (the supplier of industry 1) invests to develop a quality-improving innova-
tion. The time to discovery is random, and depends on the R&D effort of the
supplier. When the innovation takes place, period one ends, period two begins,
and the Competition Authority adjusts investigation threshold prices optimally,
taking into account the higher post-innovation quality product of industry 1.

The Competition Authority cannot commit in advance to the investigation
thresholds it will set in period two. All parties know that at the start of the second

1 “Economists are at long last emerging from the stage at which price competition was all
they saw.”

2The assumption of monopoly suppliers is made for simplicity, and is not essential for the
results. See Martin (2000) for an extension of the model of competition policy to oligopoly.



period the Competition Authority will set investigation thresholds to maximize
the expected present discounted value of net social welfare from the moment of
innovation forward.

At the start of the first period, the Competition Authority sets investigation
thresholds to maximize the expected present discounted value of net social welfare
over all future time, taking into account the adjustment of thresholds that will
occur at the moment of innovation.

At the start of the first period, firm 1 selects its output and its R&D investment
level, knowing its expected payoff before innovation (which depends on the first-
period investigation threshold) and knowing its expected payoff after innovation
(which depends on the higher quality level and the optimal investigation threshold
that will be set after innovation).

The firm’s incentive to invest in innovation is the expected present discounted
value of the incremental profit that is expected with a higher-quality product.
Because the Competition Authority cannot commit in advance to second-period
investigation levels, it cannot encourage innovation by promising a high investi-
gation threshold (a low probability of investigation) in the second period. In
Section 2 I show that the optimal first-period investigation threshold price for the
high-technology industry is lowered by possibility of quality improvement: the
Competition Authority toughens competition policy to increase the incentive to
innovate. In Section 3 I extend the basic model and examine the impact on
market performance of a patent policy that grants the successful innovator the
legal right to extract full monopoly profit for a specified period. This profit is an
incentive to innovate, and with such a patent policy, optimal competition policy
toward the high technology industry is not as tough as would otherwise be the
case. When the investigation threshold is set optimally taking patent protection
into account, the result may be less R&D and worse market performance, all else
equal.

2. A Basic Model

2.1. The Second Period
2.1.1. Competition policy and the firm’s output decision

For notational compactness in this section I omit time subscripts and write x; for
the quality level of firm i’s product. For firm 1, the quality level is y;; in period
1 and x;, > X7, in period 2. The quality level for firm 2’s product is x, in both
periods.



The inverse demand curve for product 7 is
pi = pi(qi x;) + &i- (2.1)

I assume that the demand curve is downward sloping (g% < 0) and that price
rises with quality but at a decreasing rate,

Op; 322%
>0
ox i 7

57 <0 (2.2)

The random term ¢; has zero mean, continuous density function f;(x) and is
defined on

I also assume that if output is sufficiently small, price is above marginal cost
even for low realized values of &;:

pi(0) +£ > ¢ (2.4)

This ensures that the market is not expected to go out of existence and simplifies
the calculation of expected payoffs.

The Competition Authority sets an investigation threshold price g; for industry
i.> The probability of investigation 7; is

Tilgi — pi(@i, x:)] = Pr[pi(as, x;) +€i > gi

_ (2.5)
=Prle; > g — pi(6i, Xi)] = [5—pi(ain) fi(@)de.
T; has a negative first derivative,
i = —filgi — pil@i, x;)] <0 (2.6)

and I assume that 7; has a positive second derivative (which amounts to assuming
that f/ < 0 in the neighborhood of equilibrium):

7';, = _f'il [9: — pi(@, xi)] > 0. (2.7)

Holding output and quality constant, a lower investigation threshold increases
the probability of investigation:

o7
5y = e~ pilax)] <0 (28)

3See Souam (2000) for a model in which this type of monitoring is optimal.



Holding the investigation threshold and quality constant, greater output re-
duces the probability of investigation, all else equal, and at a decreasing rate:

ot Ipi(gis Xa) ] Ip;
= —Jilgi —Pi\@i, X4)| | =5 | = Ji <0 2.9
2g, =~ Jiloi — pilai ) l o0 %0, (2.9)

%1, - pi  Opi ,, Op; - ’p; Opi ’ /
o = g g () - 1SR () im0 e

(2.9) follows from the assumption that the inverse demand curve is downward
sloping. (2.10) is true for linear demand, and I assume it holds here.

Holding output and the investigation threshold constant, a higher quality level
increases the probability of investigation:

or;
a;i = —fi[gz' _pz‘(Qi)Xi)] l

Opi . Op;
—axj = fl@Xi > 0. (2.11)

%—XZ— is positive if demand is linear in quality and otherwise of ambiguous sign.

If realized price is greater than or equal to g; the firm is investigated and with
probability ~, is subjected to a fine F;. This assumption is made to reflect the
fact that neither firm nor competition authority can predict the workings of the
judicial system with certainty.*

This specification may be particularly appropriate for common-law systems,
in which legal standards develop in an evolutionary way as decisions are rendered
in individual cases (Priest, 1977; Rubin, 1977). It is clear that competition
enforcement agencies lose cases which they bring expecting to win and that de-
fendants decline to settle cases that they expect to win but subsequently lose.
Such outcomes would not occur if the workings of the judicial system could be
foreseen.

Tirole’s (1999, pp. 761-2) remarks on contract enforcement apply with equal
force to the application of competition law:

Judges are subject to both moral hazard (they may not put enough ef-
fort into reading and understanding the details of the case) and adverse
selection (they may not have the proper background to understand
what the parties tell them; they may also have their own preferences,
in the form of legal precedents and principles, which they may embody
in their decisions...).

41t would be possible to considerably elaborate the enforcement game, by allowing for the
possibility of settlement and by making the probability of conviction and the amount of an
eventual fine dependent on resources committed by the parties to prosecution and defense.
These aspects of competition policy are not central to the question addressed here.
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The idea that the judicial system has its own preferences, its own mores and
traditions, which develop over time, motivates the specification used here.

Taking expected fines into account, the firm’s instantaneous expected payoff
in the second period is®

™ = [pi(Qi;Xi) - Cz’]CIz' — 775
_ (2.12)
= [pi(a, x;) — cilai — v F fii_pi(qiyxi) fi(x)dz.

The firm picks its output level to maximize expected profit. The first-order
condition for profit maximization is

OE(i) Opi (> X:) 07ilg: — i, X:)]
——— =pil¢i, X;) — ci + @i——F—= — V. Fi :
9 P (@i, x2) o gl 34,
The profit-maximizing firm picks an output level at which expected marginal
revenue is less than marginal production cost,

=0. (2.13)

Di + %ZZ =G+ %Fz% < ¢, (2.14)
expanding output above the level that would maximize profit in the absence of
competition policy to reduce the probability of investigation and the expected
value of fines.

The first-order condition implicitly defines the firm’s output ¢;(g:,x;) as a
function of the investigation threshold and of quality. Lemmas 1 and 2 present
some comparative static properties of the firm’s profit-maximizing output.

Lemma 1: (Competition policy and firm behavior in the absence of technological
progress)

(a) if ~,F; is sufficiently great, the firm picks an output that makes expected
price less than the investigation threshold,

gi —pi > 0;
(b) a lower investigation threshold induces greater output, all else equal:

0q;
a < 0
99,
(c) greater expected fines induce greater output, all else equal:
0g;
O Fi

5In what follows, I omit the expectations operator for notational simplicity.
6Proofs are given in the Appendix.

> 0;




(d) a sufficient condition for an increase in quality to increase equilibrium
output, all else equal, is”

2
Fpi 9 (Op >0
ox;00;  Ox; \Oq; ) —

Lemma 2: (The probability of investigation): Assume that if the Competition
Authority raises g;, the resulting output decrease (Lemma 1) does not raise price
so much that g; — p; falls, i.e.,8

d(g; — pi)

bl (2.15)

Then a decrease in g; increases the probability of investigation:

dr; ,a(gi - pi) apz' a(h'
=T7,————==—fi(gi—pi) |1 — .
dg; T 0g; 4 (g b ) 0q; 0g; <0

2. . . . . .
I assume that dd—gEl > (; successive decreases in g; bring smaller increases in the

(2.16)

probability of investligation.

2.1.2. The Competition Authority’s problem

Let I; denote the cost of investigating industry ¢, for ¢ = 1,2. The budget con-
straint is that expected investment costs not exceed the Competition Authority’s
budget B:

T1 [91 —pl(Qle)] I + 72 [92 —pQ(QmXQ)] I, <B. (2-17)

This way of formulating the budget constraint implies that expected fines
are receipts to the government in general, not to the Competition Authority.
Furthermore, since it is expected investigation costs that must not exceed the
budget, the Competition Authority must have reserves that allow it to cover
realized investigation expenses in states of the world for which both industries are
investigated.

"Since dp;/dq; < 0, aix_ (g;? > 0 means that an increase in quality does not increase, and

in general decreases, the magnitude of the impact of an increase in output on price.
8Directly from a(gé'—_i’”) =1- g—’;g—gi, this means that the output response to a change in the
investigation thresholg is smaller in magnitude than the slope of the demand curve,

dg; 0g;
_— > — > 0.
dp; 0g;




The expected fine that follows investigation is v, F;; the probability of investi-
gation is 7;. Overall, the expected fine is 7,7, F;. This is an expected transfer from
the firm to the government, and drops out of the expression for net social welfare.
Net social welfare from industry ¢ is the sum of consumers’ and producers’ surplus,

q:(gix;)
Wi lai(gi, xi)s xa) = /0 [pi(xi, x:) — cildas, (2.18)
and a reduction in g; increases W;, all else equal:
oW 0q;
o = ) el (2.19)

The Competition Authority’s problem is to maximize social welfare, net of
enforcement cost,

max Wi [q1(91, X1), X1] + Wa [42(92, X2), Xa| = Taly = 7215, (2.20)

subject to the budget constraint (2.17).

To render the problem interesting from an economic point of view, assume
that the budget constraint is binding: the Competition Authority does not have
enough resources to investigate all industries for all realized prices. If the budget
constraint is binding, we can reformulate the Competition Authority’s problem as

max Wi [g1(91, X1), X1] + W2 [62(92, x2), x| — B (2.21)

such that
T1]1 —I—TQIQ S B. (222)

Conditions characterizing the solution to the Competition Authority’s problem
can be found by maximizing the Lagrangian

Ly = Wi [q1(g91, x1)s xa] + W2 [g2(g2, X2)s Xo] — B+ Xo[B — 7111 — T205].  (2.23)

First-order conditions The first-order conditions for the constrained op-
timization problem are

oL
a—; = B—1I, — T2l =0, (2.24)
67L2 an 87'1
— =—— X [1=— =0, 2.25
6791 6791 2 1891 ( )
and OL, oW, )

2 2 T2
— = —= — M hb—=0. 2.26
092 992 2 2892 ( )



Conditions (2.25) and (2.26) imply that at the optimum the marginal increase
in welfare per marginal increase in investigation costs is the same in both indus-
tries, and is the shadow value of budget funding for the Competition Authority:

(9W1/8gl 8W2/892
Ao = = . 2.27
2T L(011/0g1)  In(972/0g2) (2:27)

The solution to the second-period welfare maximization problem can be char-
acterized in a familiar way. In the equation

T1[1 + TQIQ = B, (228)

71 and 79 are functions of g; and gy respectively. For given industry investigation
costs I; and I, (2.28) identifies all pairs (g1, ¢g2) that generate a total expected
investigation cost B. In other words, (2.28) is the equation of an isobudget curve

in (g1, g2)-space.
The slope of an isobudget curve is

@ o 1, 011/091

= —— < 0. 2.29
do1 |5 1, 074/0gs (2.29)

A greater budget allows the Competition Authority to set lower investiga-
tion thresholds for both industries, if it chooses to do so, and corresponds to an
isobudget curve that is closer to the origin in (g1, g2)-space.

In this formulation, investigation costs play the same role as the prices of goods
in the standard consumer choice model and as factor prices in the standard model
of firm cost minimization.

Figure 2.1 shows three isobudget curves for a particular set of functional forms
and parameter values. The inverse demand curve is linear,

Pi = X; t € — G, (2.30)

and the random term ¢; has the negative exponential distribution

1 —exp (_52- +Ui> .

o}

(2.31)

Unit cost is assumed constant and without loss of generality normalized to be zero
in both industries. To highlight the impact of differences in potential for quality
improvement, I assume that the two industries are identical in the pre-innovation
period.
The equation
Wilq, x1) + Walgz, x2) = W (2.32)
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Figure 2.1: Equilibrium threshold levels, alternative budget levels (y; = x5 = 100,
01 =09 = 10, ’}/1F1 == 'YQFQ == 2500, Il == .[2 == 2000)
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identifies all combinations of g; and g, that generate a given welfare level W. It
is the equation of an isowelfare curve in (g1, g2)-space. Isowelfare curves closer to
the origin represent higher levels of welfare; the slope of an isowelfare curve is

@ _ OW /g

= ——" =" <0. 2.33
dgi |~ " oWa/0g, (2.33)

Rewriting (2.27) as

_awl/agl _ _éaTl/agl
0Wg/892 .[2 87’2/8927

the first-order conditions for constrained welfare optimization imply that welfare
is maximized where the isobudget curve for the available budget is tangent to the
isowelfare curve that is as close to the origin as possible.

Three such tangencies, for different budget levels, as shown in Figure 2.1.
Connecting the points of tangency gives a budget contraction path (not shown
in the diagram) that corresponds to the income expansion path of the standard
two-good consumer problem.

Investigation probabilities and welfare are all functions of product quality. If
quality changes, the maps of isobudget curves and isowelfare curves both shift.
Figure 2.2, shows isobudget and isowelfare curves for B = 1000 and x; = 75, 100,
125, and other parameters as for Figure 2.1.°

In the normal case (and this is what is shown in Figure 2.2) an increase in
quality in one industry raises investigation thresholds in both industries. As x,
rises, the optimal threshold price g; rises as well, but less than proportionately, so
that the expected threshold-price gap g; —p; falls. A smaller g;—p; means a higher
probability of investigation in industry 1 and a greater expected investigation cost
for industry 1. Given the budget constraint, the optimal go must rise to reduce
expected investigation cost for industry 2.

(2.34)

2.2. The First Period
2.2.1. Firm 1

In the first period, firm 1’s instantaneous profit is

€1

T11(X11,911) = [P11(x11, 911) — 1) qu1 — 71F1/ fi(e1)des. (2.35)

€1=g11—P11

Firm 1 produces a product of quality x;; and undertakes a research project
of intensity h at cost z(h) (with 2/(h), z”(h) > 0); the research projects leads to

9One may think of an isobudget surface in (g1, g2,x;)-space. Then the three isobudget
curves in Figure 2.2 are level curves of this surface. Similarly for the three isowelfare curves.

12
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Figure 2.2: Equilibrium threshold levels, alternative quality levels, product 1
(xo = 100, 01 = 09 = 10, v, F1 = v, F» = 2500, I; = I, = 2000)
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development of a higher-quality product x;,, which firm 1 produces in the second
period.!® The time T of expected success in bringing the higher-quality product
to market is random, with negative exponential distribution

Pr(T <t)=1— exp(—ht). (2.36)

Firm 1 picks output ¢;; and research intensity h to maximize its expected
value

Vi = [ et {711(X11a g11) — z(h) + pTi2aXz) 22X }dt
(2.37)

_ i (angin)—z(h)+hT202:0)
- r+h

This is a standard innovation race formulation.!! Before innovation, the firm

collects its instantaneous payoff and pays for R&D; the probability density that
innovation has not occurred is proportional to e~*. The probability density that
innovation occurs at time ¢ is proportional to he ™™, and from the moment of
innovation forward firm 1’s value is m12(X12, X2)/7, Where m15(X19, X2) is firm 1’s
payoff with quality x;, > X;; under an optimally administered competition policy.
Expected payoffs are discounted at rate r.

Firm 1 picks ¢;; to maximize m1;. This decision has been analyzed in Section
2.1.1.

Firm 1 picks h to maximize V;. The first-order condition for value maximiza-
tion with respect to A is

z(h) — (r + h) 2'(h) + m12(X19, X2) — T11(X11, 911) = 0. (2.38)

It is convenient to rewrite (2.38) as
z(h) = (r+h)2'(h)+ A =0, (2.39)

where
A = m19(X19, X2) — T11(X11, 911)

is the difference in instantaneous profit before and after innovation. Then differ-
entiating (2.39) with respect to A gives the comparative static result

dh 1
B rinam (2:40)

Any change that increases A increases h. It follows that

108ee Martin (1999a) for an application to cost-saving innovation.
1The model of R&D can be extended to allow for spillovers and endogenous absorptive
capacity (Martin, 1999b). For simplicity, these extensions are not considered here.

14



Lemma 3:
(a) tougher competition policy in the first period increases equilibrium R&D
intensity, all else equal:
oh
dg11
(b) higher post-innovation quality increases equilibrium R&D intensity, all else
equal:

<0 (2.41)

oh
a)(12

> 0. (2.42)

A tougher first-period competition policy (lower g;1) lowers 711 and increases
A; a higher second-period quality increases w15 and increases A. Both types of
changes increase equilibrium R&D intensity.

2.2.2. The Competition Authority
Let

Mi(g11, 921) = Wit [q1(g11: Xa1)> Xa1) + Wai [g2(g21, X2), Xa) — B, (2.43)

denote instantaneous welfare in the first period, gross of the cost of R&D, where
W1, is instantaneous net social welfare in industry 1,

Q11(911X11)
Wit [q11(911, X11)s Xa1) = /0 [p1(21, X11) — c1)dwy, (2.44)

and Wy, is instantaneous net social welfare in industry 2,

q21(921,X2)
Wa [%1(921, X2)> Xz] = /0 [p2(552, Xz) - 02]d$2- (2-45)

Let M, denote instantaneous welfare in the second period. M is the result
of the Competition Authority’s second-period optimization and depends on all
second-period parameters of the model. For notational simplicity and to empha-
size the variable of interest in the present context, write Ma(x1s)-

The Competition Authority picks the first-period investigation thresholds g;;
and go; to maximize the expected present discounted value of net social welfare,

M, (911, 921) - Z[h(gu; XIQ)] + h(gn; ><12)ﬂ%m2

M = , (2.46)
7+ h(ga1; Xa1)
subject to the first-period budget constraint
Tl + Taly < B, (2.47)

15



a constraint which we will assume to be binding.
Necessary conditions that must be satisfied by optimal thresholds are obtained
from the Lagrangian

M —2[h . h . Ms(x12)
L= 1(g11, g21) — 2[h(g115 X12)] + h(g11; Xa2) =23 N (B=ruli — b))
r+ h(g11; Xa2)

(2.48)
The first-order necessary conditions are
oL
Wl =B - T11.[1 — T21[2 = O, (249)
1
oL _
dg11
onr (2.50)
(r+h) gt +[Ma2(x12)~ M (911,921) +2(h)—(r+h)2' (h)] 52 A 0T =
(r+h)? T M8 T
OMi(g11,921
oL, —~ Snuem) o
L_ Dy —MbL—E =0, (2.51)
dg21 1+ k(9115 X12) 9921

Comparing (2.49)-(2.51) with the corresponding conditions for the Compe-
tition Authority’s second-period problem ((2.24)-(2.26)), the factor that distin-
guishes the first-period problem is that by its choice of g;; the Competition Au-
thority influences h and thus the expected duration of the first period.

Differentiating the first-order conditions, a sufficient condition for optimal
competition policy to be tougher for the higher-technology sector and more re-
laxed toward the low-technology industry,

0911 67921
<0, > 0, 2.52
OXa1 OxX21 ( )
is that eI
1
— < 0. 2.53
0X120911 ( )

This condition is met if an increase in second-period quality increases the
magnitude of the impact of a reduction in g;; on optimum constrained welfare.!?

Figure 2.3 illustrates the comparative static impact of increasing second-period
quality on first-period thresholds and R&D intensity for the linear demand, con-
stant marginal production cost, negative exponential uncertainty, quadratic R&D
cost example of Figures 2.1 and 2.2.

128ee the Appendix.

16



In the absence of competition policy, monopoly profit is 2500. This is also
the expected fine in the event of investigation, so this example is one of relatively
high penalties.

When there is no technological advance (x;; = X35 = 100), firm 1 does not
invest in R&D. The Competition Authority sets identical investigation thresholds
for both industries (g11 = go1 = 33.302). Firms expand output above the uncon-
strained monopoly level (73.4375 instead of 50) and expected prices (26.5625) are
below the investigation threshold.

As the quality of firm 1’s post-innovation product rises, the welfare-maximizing
Competition Authority shifts enforcement resources to industry 1 and away from
industry 2. As x5 rises, g1 falls, to 19.499 (recall that marginal cost is normalized
at zero) for a 25% quality improvement. At the same time, go; rises, to 49.202
to a 25% quality improvement of product 1.

The two firms respond in a profit-maximizing way to these changes: firm 1
expands output and also increases R&D intensity as x, rises and g;; falls. Firm
2 reduces output as go; rises. As firm 1 faces a tougher and tougher competition
policy, its first-period equilibrium threshold-expected price gap (g — p) falls. As
firm 2 faces a gentler and gentler competition policy, its first-period threshold-
expected price gap rises.

In the basic model, optimal competition policy is tougher, all else equal, toward
high-technology industries. The greater the potential quality improvement, the
greater the welfare payoff from private investment in innovation. Tougher compe-
tition policy increases the difference between pre-innovation and post-innovation
payoffs, making innovation privately more desirable, increasing equilibrium Ré&D
intensity and shortening the expected time to discovery. The greater the poten-
tial quality improvement, the greater the net social benefit from shortening the
time to discovery (net of the cost of accepting worse market performance in low
technology sectors).

3. Patent Protection, Competition Policy, and Market Per-
formance

In the model of Section 2, the Competition Authority cannot commit to a relaxed
enforcement policy in the post-discovery world. A patent, however, not only
confers property rights in the subject product or process but also grants immunity
from antitrust prosecution.

If firm 1 obtains a patent of duration L when it innovates, its value from the
moment of discovery is

VL _ (1 . e*'I“L) T(-Tm + erLﬂ—u(X;ZJXZ) ) (31)

17
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Figure 2.3: First-period equilibrium threshold levels and R&D intensity, alter-
native xo; levels; (x;; = xo = 100, 01 = o9 = 10, 7, F1 = ~,Fy = 2500,
I, = I, = 2000, B = 750)
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The first term on the right is the value of monopoly rents, discounted back to the
moment of discovery. The second term on the right is the discounted value of
economic profit after the patent expires and the firm is once again subject to an
optimally administered competition policy.

At the start of the first period, firm 1 picks output ¢;; to maximize instanta-
neous profit and R&D intensity h to maximize its value

Y m11(X11, 911) — 2(h) + AVL(X19, X2, L)

3.2
r+h (3:2)
The first-order condition for R&D intensity is

z(h) = (r+h) 2'(h) + Vi (X1, X2, L) — m11(X11, 911) = 0, (3:3)

from which an increase in patent length increases the firm’s profit-maximizing
R&D intensity, all else equal:

oh 1 0
= T~ [7Vi(xa2: X2, L) — m11(X11, 911)] > 0. (3.4)

oL (r + h)2"(h) OL

The comparative static result (3.4) is illustrated in Figure (3.1), for the param-
eterization of Figure 2.1 and y,, = 125, a 25% quality increase. The investigation
threshold is fixed at g;; = 19.499, the equilibrium level without patent protec-
tion. Without patent protection, equilibrium R&D intensity A = 41.551 and the
expected time to discovery is 1/h = 0.02407. I adopt this as the unit of time:
L = 1 means patent protection lasts 0.02407 periods; L = 2 means patent protec-
tion lasts 2(0.02407) periods; and so on. As L rises, holding g;; and x5 constant,
h(L) rises.

However, it is not optimal for the Competition Authority to hold g;; constant
as L rises.

While the patent is in force, the Competition Authority devotes all resources
to the control of industry 2. The present value of welfare from the moment of
discovery is therefore

%MQ = % (1 =€) (Wi + Wasa — B) + €7 My(x10)| - (3.5)

The first-term in the brackets on the right is the present value of welfare while
the patent is in force, with unconstrained monopoly in industry 1 and the full
competition authority budget devoted to control of industry 2. The second term
in brackets on the right is the present value of welfare once the patent expires.
The Competition Authority selects the investigation thresholds g;; and g9 to

maximize M h(g11L3X10)
_ 1(911, 921) — 2(h) + fMQ
G, — (3.6)
r+ h(g11, L; Xa1)
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Figure 3.1: Patent length (L) and R&D intensity (h), investigation threshold
constant, x;, = 125
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subject to the budget constraint (2.17).

A longer patent length and a lower investigation threshold both act to induce
greater private investment in R&D. But longer L reduces the social payoff to
innovation because it means a longer period of legal monopoly and consequent
reduced consumer welfare.  With longer L, the Competition Authority shifts
investigation resources away from industry 1 (higher g1;) and toward industry 2
(lower go1) in the first period. The higher value of g;; tends to lower h, and the
net impact of an increase in L on h is ambiguous. That is,

dL _ 0L ' 9g1, 0L (3.7)

Wlth 7 > 0, 2 ag <0, and 69“ > 0. The sign of 42 dL

3.1 shows that the cases 4+ < 0 and > 0 may both arise.

is thus ambiguous. Table

g11 g21 q11 g21 h M,y M, GL(><105)
19.499 | 49.202 | 83.63 | 63.245 | 41.551 | 8440.5 | 10986 1.0976
19.555 | 49.126 | 83.587 | 63.288 | 41.548 | 8441.4 | 10984 1.0973
19.611 | 49.051 | 83.544 | 63.331 | 41.545 | 8442.3 | 10982 1.0971
19.667 | 48.975 | 83.500 | 63.375 | 41.542 | 8443.2 | 10980 1.0969
10 | 20.056 | 48.455 | 83.202 | 63.673 | 41.525 | 8449.1 | 10965 1.0955
100 | 24.463 | 42.921 | 79.856 | 67.019 | 41.556 | 8503.2 | 10797 1.0788
oo | 39.217 | 27.687 | 69.409 | 77.466 | 46.495 | 8528.2 | 10104 1.0096

w| | = o~

Table 3.1: Equilibrium characteristics, alternative patent lengths; L = 1 is ex-
pected time to discovery without patent protection

As L increases, first-period welfare rises as the Competition Authority acts to
equalize the toughness of competition policy toward industries that are, in the first
period, identical. Second-period welfare falls as L increases, because of greater
losses of consumer welfare while the patent is valid. For the parameterization of
Figure 2.1 and y,;, = 125, increases in patent length reduce net social welfare.

Although there have been some steps to tailor patent length to the circum-
stances of particular industries (i.e., pharmaceuticals), this remains the exception
rather than the rule. It therefore seems appropriate to treat patent length as a
factor that competition law enforcement agencies must take as given. If patent
length is considered a variable, however, it is worth noting that for the parame-
terization of Table 3.1, however, optimal patent length is L = 0.
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4. Conclusion

Technological advances do not fall like manna from heaven: they result from in-
vestments of profit-seeking firms. The level of firms’ investments in new products
and processes depends on the difference in expected profit before and after inno-
vation. Tough pre-innovation product market competition policy reduces pre-
innovation profit relative to post-innovation profit and stimulates private invest-
ment in innovation. This is so even when the Competition Authority reoptimizes
the allocation of enforcement resources after innovation.

Like the stick of competition policy, the carrot of patent protection encourages
private investment in innovation. Unlike competition policy, patent protection
reduces consumer welfare after innovation. When competition policy is optimally
administered, the net effect increased patent protection may be to reduce R&D
intensity and social welfare.
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5. Appendix

5.1. Proof of Lemma 1

Lemma 1(a)-(c) are Theorem 1 of Martin (2000); proofs are given here for com-
pleteness.
The first-order condition for firm i’s profit-maximization problem is

apz'
=pi—G+tqm——vFimz—=pi—q i — V. Fifi) 53— =0, 5.1
o0 pi—citgq L i + (¢ — v E f3) 3, (5.1)

which implies
a —v:Fifi > 0; (5.2)

this is used in the proof of (d).
The second-order condition is

82E(7ri) 8pi 82])2' 87’1‘
oq? ag; T4 oz~ " ", (53)
or equivalently
6?2E(7r¢) 0pz 7 2 62])1
0 o0 +nbifi| m + (g — i Fifi) a7 (5.4)

(a) Substituting p; = g; — &;, the first-order condition can be written as

1 9i — G — & _
71}71 ( %;_l + %) - fz(gz)' (55)

On the left-hand side, ¢; is evaluated at g; — €f;; Op;/0¢; < 0 is evaluated at
(i — €7)-

Fix g; and consider the left-hand and right-hand sides as separate functions
of ;. The functions can be graphed, as in Figure 5.1 (which is drawn for an
exponential density and linear demand) and the intersection of the two curves
gives the equilibrium value €.

Since f;i(e;) falls to the right of €; = 0, the first condition for ef = g; — pf >0
is that ~,F; be sufficiently great:

1 i — C;
o (gT + Qi) < fi(0). (5.6)

dg;

Then the left-hand side of (5.5) is below the right-hand side at ¢; = 0.
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Figure 5.1: Equilibrium g — ¢

The second requirement for €} = g; — p; > 0 is that the function on the left
slope upward. The slope of this function is

5.7
oyl e (5.7)

+ (pi — ¢)

d*q;
dp} |
The second condition for €] = g; —p; > 0 is that the term in brackets be negative;

this is satisfied for linear demand, and is assumed to hold.
(b) Differentiating the first-order condition with respect to g; yields

09; O2E(m; 09:0q; '
g [_%2_)] 9:0q

The second-order condition implies that the term in brackets on the right is pos-
itive.
Differentiating the first-order condition gives

O*E(m;) dp;
2=y, Fifl = :
90100 ViFif; g 0, (5.9)

where the sign depends on €f = ¢g; — p; > 0 and the assumption that f/ < 0 for
e > 0.
(c) Since
O?E(m;)
0(7,F3)0q;
0q; _ 1 O?E(;) -0
(v F3) {_%ﬁrﬂ] 0(7,:F)0q; '

dp;
= LS (5.10)
dg;

aq;
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(d) Differentiating the first-order condition,

94 — 1 Ip; Iap’i Op; 2
dq?

The denominator on the right is positive by the second-order condition. The
first two terms in the numerator on the right are positive. ¢;—~,F;f; > 0 by (5.2).
Then a_xléL > 0 is sufficient to make the numerator, and the entire right-hand
side, positive.

5.2. Basic Model: the Competition Authority’s first-period problem

(2.48) is the Lagrangian for the Competition Authority’s first-period problem.
Differentiating the first-order necessary conditions (2.49)-(2.51) with respect to
X12 gives the system of equations

0191 )Y
0 Il 9911 I 28921 Ox12 0
67‘ %L, &?L, 0911 . 62L]
8911 893, 0911921 X129 - 6Xlgagn (511)
67‘21 62L1 62L1 8921 0°L
29921 0911921 993, Ox12 0X120921

Second-order conditions require that the determinant

D1 =
(5.12)

9%L; 82L, 9191\ 2 2L,
Z (Il 8911) (IZ 9g21 ) (3911921) (Il 9911 ) 995, o (IQ 8921) 0911
of the coefficient matrix on the left be positive.

In the first term on the right, g“l <0, 3721 < 0, and
91 92

0%, 1 OM; Oh

9911921 - (r + h)? 8921 9911

One set of sufficient conditions for D; > 0 is that
0?Ly %Ly

dgty <0 9931

and sufficiently large in magnitude. I assume that the second-order condition is

satisfied.
Then from (5.11) we obtain the comparative static derivatives

8911 87'21 2 82L1 < 87'11> ( 87'21) 82L1
D = |17 — | T I 5.15
"Oxn ( ? a921) Ox120911 Y9911 29921 ) Ix120901 (5.15)

<0. (5.13)

<0 (5.14)
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8921 07'11 07'21 82L1 ( &11)2 82L1
Di——=—|1 1. + |1 5.16
' ( 15’911) ( 28921) 0x120911 18911 OX 120921 ( )

0L 1 OM, Oh
L= S > 0. (5.17)
Ox120921 (r+ h)? Oga1 Ox1,
It follows from (5.15) and (5.16) that a sufficient condition for g;’(ll—; <0, %21 >

? Ox12
is (2.53),

0L,
A a. 5.18
a)(125’911 ( )
9 ggﬁ Ms(x12) — Mi(911, 921) Oh W 9%111
2 — ML ——— <0.
Ox1a | 7+ h(g11; X12) [7“ + h(gn; X12)] 0911 Ox 120911

Substituting from (2.50) to eliminate \; gives as a necessary condition for
(2.53) that the proportional impact of an increase in x5 on 9711/9g11 < 0 be
greater than the proportional impact of an increase in x;5 on 0M/Jg11:

o _ [ OM1/dg11 My (x12)—Mi(911,921) Oh_
aM:ﬁgn + M2(X122T_ﬁ3£gn’gm)% O711/0g11 0x120911
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