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The Welfare Effects of Greenbelt Policy:

Evidence from England*
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Abstract — I measure the economic effects of greenbelts that prohibit new construction beyond

a predefined urban fringe and therefore act as urban growth boundaries. I focus on England,

where 13% of the land is designated as greenbelt land. I provide reduced-form evidence and

estimate a quantitative equilibrium model that includes amenities, housing supply, a traffic

congestion externality, agglomeration forces, productivity, and household location choices.

Greenbelt policy generates positive amenity effects, but also strongly reduces housing supply. I

find that greenbelts increase welfare because amenity effects are sufficiently strong. At the same

time, however, greenbelts decrease housing affordability by limiting housing supply.
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1 Introduction
In most countries, urban growth leads to increasing pressure on developable land in and around

cities. Many cities regulate urban development by imposing a range of constraints on e.g.

building height or type of land use. Local governments also frequently restrict the expansion

of urban areas to prevent urban sprawl. These urban growth boundaries or greenbelts reduce

land available for development at the urban fringe. Many U.S. cities, such as Portland (OR),

Miami, Minneapolis Saint-Paul, and San Jose (CA), have urban growth boundaries (UGBs), and

similar restrictions can be found in many other countries (e.g. Austria, Canada, China, France,

Germany, Iran, the Netherlands, New Zealand, Norway and South Korea). I focus on England,

where greenbelts are important as they cover approximately 13% of the total area and surround

most larger cities.

Land-use regulation does not necessarily lead to welfare losses, because constraints may reduce

negative land-use externalities and frictions associated with development. Greenbelt policy

indeed intends to protect agricultural land and secure amenity benefits from open space

(Brueckner, 2001). At the same time, when regulatory constraints are too strict, regulation

may lead to substantial economic losses. Thus, economists have argued that greenbelt policy

should be relaxed to mitigate the ‘housing affordability crisis’ because restrictions on housing

supply lead to potentially strong price increases (Cheshire, 2014; Economist, 2017). Despite the

potentially large impacts of greenbelts on the growth of cities and housing markets, to the best

of my knowledge, no study has yet attempted to evaluate the welfare effects of greenbelt policy.

This study therefore seeks to measure the effects of greenbelt policy on the spatial distribution

of economic activity. To do this, I first use data on the location of all dwellings in England. It

appears that 37% of dwellings lie within 1km of greenbelt land while 2% are on greenbelt land.

I further exploit data on more than 10 million housing transactions between 1995 and 2017.

Given information on the exact location, I can identify for each dwelling the share of greenbelt

land in its vicinity. Furthermore, I use data at the Middle-layer Super Output Area (MSOA)

level (which has on average a working population of around 3, 800) on commuting flows and

the locations of individuals and their workplaces.

The first aim of this paper is to identify the reduced-form supply and amenity effects of greenbelt
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land. The supply effect captures the reduction in the supply of housing in greenbelts. The

amenity effect refers to the increased attractiveness of a location due to better access to green

space. Estimates of these effects are potentially biased, as greenbelts are located on the outskirts

of cities, where land is usually cheaper. Hence, houses close to greenbelts tend to be larger

and may have gardens. To address omitted variable bias, I pursue two identification strategies.

First, I exploit the fact that greenbelt boundaries in England have hardly changed since their

imposition in the 1970s. I gather data on approved and proposed greenbelt land in 1973 and

explain variation in prices and densities in those areas. Alternatively, as concerns may arise that

the selection process of greenbelts is correlated to unobserved locational endowments, I only

select areas close to greenbelt boundaries and apply spatial differencing. In the spirit of Turner

et al. (2014), I improve on this strategy by only including data on one side of the border so as to

avoid discrete differences in housing and neighbourhood characteristics at the greenbelt border.

The local supply and amenity effects of greenbelts are only one part of the story. The substantial

reduction in the supply of developable land close to cities will also influence the spatial equilib-

rium, resulting in a different spatial distribution of production, implying agglomeration effects.

These effects are potentially relevant because residents have to commute to work. Moreover,

workers are more productive when they are in the vicinity of other workers (Ciccone and Hall,

1996; Ciccone, 2002; Arzaghi and Henderson, 2008; Combes et al., 2008; Melo et al., 2009) and

because traffic congestion arises when people cluster together (Combes et al., 2019; Proost and

Thisse, 2019).

To model the complex interactions of amenity, supply, and agglomeration effects, I set up a

quantitative spatial general equilibrium model, following Ahlfeldt et al. (2015). In this model,

residents and firms compete for floor space, while workers benefit from each other’s presence

due to agglomeration economies. Residents commute to workplaces, so a greater concentration

of firms typically implies higher commuting costs. I extend the model of Ahlfeldt et al. (2015) in

three directions:

1. I embed land-use restrictions in the model, as greenbelt land reduces the available land

available for development at certain locations;

2. I allow for greenbelts to generate a higher amenity level; hence, I explicitly specify the
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amenity residual in Ahlfeldt et al. (2015) and estimate the spatial decay of these amenities;

3. I allow for mode choice and endogenous travel times of road travel, i.e. for traffic conges-

tion close to the workplace. Several papers show that UGBs affect the congestion level in a

city and therefore have welfare implications through the potential reduction of congestion

externalities (see Kanemoto, 1977; Arnott, 1979; Pines and Sadka, 1985; Anas and Rhee,

2007; Brueckner, 2007).

Using the recursive structure of the model, together with the identification strategies to identify

the amenity and supply effects outlined above, I estimate (rather than calibrate) the structural

parameters of the model.1

In contrast to Ahlfeldt et al. (2015), I do not choose but rather estimate the share of construction

cost spend on land inputs, which appears to be important. To identify this parameter, I follow

Combes et al. (2016) in using the first-order condition for profit maximisation with respect to

building capital and relying on variation in systematic determinants of demand for real estate

across space. To identify the parameters related to agglomeration and congestion forces, I first

propose a standard identification strategy using historic instruments. Alternatively, I use spatial

instruments using exogenous characteristics of faraway locations, following Bayer and Timmins

(2007). Given that one may question these instruments’ ability to identify causal spillover effects,

I also provide analyses in which the instruments are only ‘plausibly exogenous’ (Conley et al.,

2012).

I show that greenbelt policy has a small positive welfare effect given the structural parameters

obtained in the preferred specifications. The income reduction if greenbelts were to be removed

is 1.4%, which amounts to approximately £9 billion a year. Whether residents benefit from

greenbelts critically depends on two parameters. First, it depends on the elasticity of building

production with respect to non-land inputs. When this exceeds around 0.55, I find positive

effects of greenbelts. For high values of this elasticity, it is cheaper to transform land into

buildings, meaning the reduction in land due to greenbelt policy is less costly. Second, I show

that the benefits of greenbelts for residents dissipate once greenbelt amenities cease to exist. This

shows that greenbelt amenities are key in understanding why welfare effects of greenbelts can

1When using calibration, parameters are chosen based on other studies and research contexts. By contrast, when
estimating parameters, current data are used and empirical strategies are devised to obtain the model’s parameters.
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be positive. Interestingly, agglomeration economies do not seem to be crucial, which is in line

with Kline and Moretti (2014), who argue that agglomeration economies are a localised market

failure that cancels out in the aggregate. Furthermore, I show that greenbelts lead to higher real

estate prices: in cities like London, Birmingham, and Manchester, property prices will decrease

by 5-20% when greenbelts were to be removed. Hence, although greenbelts increase overall

welfare, they inevitably and strongly reduce housing affordability.

The welfare measure used in this paper arguably does not include all possible general equi-

librium effects. Still, to the extent I do not include potential other benefits of greenbelts (e.g.

reductions in pollution, or city-wide amenity increases) that spill over to people living in cities,

the estimate of welfare gains of greenbelts can be considered as an underestimate.

Related literature. Most previous studies on the effects of land-use regulation concentrate on

housing supply restrictions and indicate that supply constraints are associated with increasing

housing costs, a strong reduction in new construction, and rapid price growth (Mayer and

Somerville, 2000; Glaeser et al., 2005; Green et al., 2005; Ihlanfeldt, 2007). This effect is par-

ticularly pronounced for cities in England, in which land-use regulation is highly restrictive

(Hilber and Vermeulen, 2016).2 Other evidence for England by Cheshire et al. (2018) shows that

land-use restrictions may also lead to higher vacancy rates and longer commutes. Glaeser and

Ward (2009) find that local constraints in Boston (i.e. within a city) do not increase the price of

land because of close substitutes. At the same time, they find that density levels are too low

from a welfare perspective. Koster et al. (2012) find that the costs of regulation for homeowners

or developers (so-called ‘own-lot effects’) may be substantial (up to 10% of the housing value).

Turner et al. (2014) evaluate the own-lot and amenity effects of land-use regulation in the U.S.

Own-lot effects appear to be substantial, but they do not find evidence for amenity effects, which

suggests that land-use regulation has negative welfare consequences in that context.3 Harari

(2020) shows that for India the shape of cities matters. Less compact cities, which imply longer

within-city travelling distances, are associated with a lower quality of life. In India, land-use

2An older paper by Cheshire and Sheppard (2002) attempts to evaluate the welfare effects of land-use regulation
for the city of Reading by relying on a monocentric city model. They find that expanding the city will yield positive
welfare effects. However, the model is subject to several strong functional form assumptions and does not include
commuting, congestion, and agglomeration economies.

3Turner et al. (2014), meanwhile, do not present a general equilibrium analysis of supply restrictions, because
they focus on the effects of areas close to municipal borders. By contrast, I focus on a situation where land-use
regulation is ubiquitous and where general equilibrium effects are expected to be sizeable.
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regulation typically promotes less compact developments and therefore further reduces urban

accessibility and welfare.

This paper also relates to research that measures the local benefits of open space. Some studies

have specifically focused on reduced-form house price impacts of greenbelt land. An early study

by Correll et al. (1978), for instance, reports that properties near greenbelt land are generally

more expensive, but the reported effects are unlikely to be causal. Jun (2006) shows no evidence

of a significant difference between housing prices inside and outside the UGB, confirming that

these areas are part of a single housing market. By contrast, Grimes and Liang (2009) find that

land just inside the UGB in Auckland, New Zealand, is valued at approximately 10 times that

of land just outside the boundary, which is the result of better redevelopment opportunities

within the urban limit. While these reduced-form estimates show that UGBs are relevant,

they do not provide clear implications as to whether greenbelts increase or decrease welfare.

Other studies focus explicitly on the measurement of the benefits of open space. Bolitzer and

Netusil (2000), for example, find that living close to green space increases property values by

maximally 5%, while Irwin (2002) finds that a hectare of farmland in the vicinity increases

property values by 0.75%. Anderson and West (2006), however, find that the value of proximity

to open space is higher in dense neighbourhoods. Geoghegan (2002) shows that open space

labelled as ‘permanent’ increases nearby residential land values over three times as much as an

equivalent amount of ‘developable’ open space. This may explain why I find somewhat strong

effects of greenbelt land on house prices, as greenbelt land is non-developable. I note that none

of the papers provides data on general equilibrium effects, such as the effects of commuting

and housing supply.

Finally, this paper contributes to a mostly theoretical literature on the effects of urban growth

boundaries on commuting – more specifically, whether UGBs can be a second-best policy to

reduce congestion externalities. Early papers by Kanemoto (1977); Arnott (1979) and Pines and

Sadka (1985) show that a not-too-stringent UGB is a second-best policy for congestion tolls

when traffic congestion is unpriced. However, these papers assume that all jobs are exogenously

located in one urban centre. Anas and Rhee (2007) show that with cross-commuting, boundaries

of any stringency can be inefficient even when tolls shrink cities, as boundaries do little to

reduce inefficient commuting from the suburb to the city centre. Brueckner (2007) corroborate
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this conclusion, finding that greenbelts may not be a useful instrument for addressing the

distortions caused by unpriced traffic congestion.

The plan for the remainder of the paper is as follows. In Section 2 I explain how greenbelts

were designated, introduce the datasets, and provide descriptives. In Section 3, I provide

reduced-form evidence for the effects of greenbelt land on dwelling density and house prices. I

also provide a wealth of robustness checks. Section 4 then outlines the quantitative model, and

in Section 5 I report the estimated structural parameters and discuss the different counterfactual

analyses. Finally, Section 6 concludes.

2 Context, data, and descriptives

2.1 Greenbelts in England

There is a long-standing tradition in England of restricting urban growth. In the 1920s, proposals

were put forward by the London Society and the Campaign to Protect Rural England (CPRE) to

prevent development in a continuous belt within 2km of London. Then, in the 1947 Town and

Country Planning Act, local authorities (LAs) were for the first time allowed to take planning

decisions and to incorporate greenbelt proposals in their development plans.

In 1955, Duncan Sandy, who was then the Minister of Housing, encouraged local authorities

around the country to consider protecting land around cities through the formal designation of

well-defined greenbelts. In a statement in the House of Commons, he wrote the following:

“I am convinced that for the well-being of our people and for the preservation of the countryside,

we have a clear duty to do all we can to prevent the further unrestricted sprawl of the great cities.

The Development Plans submitted by the local planning authorities for the Home Counties provide

for a Green Belt, some 7 to 10 miles deep, all around the built-up area of Greater London. [...]. No

further urban expansion is to be allowed within this belt. [...] I am accordingly asking all planning

authorities to submit to me proposals for the creation of clearly defined Green Belts, wherever this

is appropriate.”

Greenbelts were introduced in the two decades after 1955 around almost all of England’s

big cities (London, Birmingham, Liverpool, and Manchester) but also around smaller cities

(e.g. Bournemouth, York, Oxford, and Cambridge). Most cities that put forward proposals
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to designate greenbelt land had at least a population of 100,000 inhabitants at that time and

therefore qualified as ‘large urban areas’. Most proposals were submitted in the late 60s and

early 70s, while the final approval and exact demarcation of the greenbelt borders took place in

the early 80s.4 Since the official approval of greenbelts in the early 1980s, no new greenbelts

have been introduced and the total amount of greenbelt land has essentially not changed in

the last 35 years.5 Currently, greenbelts cover approximately 13% of all land in England (for

comparison, built-up land covers around 10%) and should, according to the National Planning

Policy Framework in 2012, offer appreciable amenities to the urban population by improving

access to the open countryside, by providing opportunities for outdoor sport and recreation,

and by retaining attractive landscapes close to urban areas. Land-use data from Open Street

Map indicate that roughly one-third of greenbelt land is used for agriculture, while only around

5% of the land is classified as parks or recreation grounds.6 Furthermore, greenbelts were not

introduced to address the problems of inner cities (such as traffic congestion and walkability),

but were instead introduced to protect the countryside and, in later years, to improve access to

green space for people living in urban areas. Hence, although urban planners may apply other

types of regulations (such as floor-area restrictions, historic building protection etc.), this is not

part of the greenbelt policy per se.

In Figure 1, I show the 14 greenbelts in England as well as national parks and Areas of Out-

standing Natural Beauty (AONBs), which do not overlap. As can be seen, greenbelts are about

10-20km deep, as suggested by Duncan Sandy, and unmistakeably surround the large cities

such as London, Birmingham, and Manchester. But, at the same time, Figure 1 also shows

that greenbelt land is very patchy. Because towns and settlements existed before greenbelt

policy was implemented, one can observe developments in greenbelt areas and on greenbelt

land. In the identification strategy employed later in the paper, I employ a border-discontinuity

4Greater London was the first urban area to discuss the implementation of a greenbelt and did so before World
War II. However, it was only in the late 1950s that greenbelt land around London was officially approved. The
greenbelt area increased fivefold in 1965, while in 1971, the government decided to extend the Metropolitan Green
Belt to include almost all of Hertfordshire. The Bristol and Bath Green Belt was adopted locally in 1957 and approved
in 1966. The North-West greenbelt around Manchester, Liverpool, and Leeds was considered since the early 1960s,
but it was approximately twenty years before it received official approval. The same holds for the greenbelt around
York, which was formally created in 1980 after decades of being a local policy.

5For example, the total hectares of greenbelt land in 1997 was 1, 652, 310, while it was 1, 638, 610 in 2013, a
change of less than 1%, which may as well be due to measurement error.

6In the empirical analysis, I will therefore include specifications where I distinguish between different types of
greenbelt land.

7

Open
Street
Map


FIGURE 1 – GREENBELTS IN ENGLAND

design based on inner and outer greenbelt borders. I define those by looking at the border of

development with greenbelt land surrounding the most important cities. Hence, inner greenbelt

boundaries only surround the most important cities and not the small towns and villages that

are fully surrounded by greenbelt land. I refer to locations as being in ‘a greenbelt area’ when

they are in between the inner and outer greenbelt boundaries, although not all land in those

greenbelt areas is necessarily designated as greenbelt land (see for an illustration Appendix

A.1).

In the empirical analysis, I will also use the information on considered and approved greenbelt

land in earlier times, i.e. in 1973. Appendix A.2 provides further details.
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2.2 Data

2.2.1 Micro-data

I make use of four datasets on England. The first dataset pertains to the number of dwellings

per postcode from the Office of National Statistics (ONS), which is based on the 2011

Census. A postcode is very small and contains around 13 households.

Information on greenbelts in 2012 is obtained from the Department of Communities and

Local Governments (DCLG). Each local authority digitised land-use information and DCLG

merged these separate datasets. I aim to identify amenity and supply effects using the bound-

aries of greenbelts, as these capture the actual urban containment boundaries. Hence, I de-

termine for each greenbelt the inner and outer boundaries and calculate the distance of the

centroid of each postcode to the nearest inner or outer boundary of a greenbelt. Furthermore,

for each postcode, I calculate the share of greenbelt land. Because postcodes are so small, this is

typically zero or one. Plus, to calculate the effects of greenbelt amenities, I calculate the share of

greenbelt land within 500m distance bands.

The third dataset contains the universe of housing transactions from England from the Land

Registry between 1995 and 2017. These data provide information on the transaction price, the

housing type, the date of the transaction, and the ownership structure (leasehold or freehold),

as well as the location at the postcode level. A disadvantage of the Land Registry data is the

limited amount of information on housing characteristics. For example, the size of the property

is missing.

Therefore, I merge each Land Registry transaction to Energy Performance Certificates

(EPCs). Since 2007, an EPC has been required whenever a home is constructed or sold. EPCs

have been issued since October 1, 2008, and provide information regarding the energy per-

formance of buildings and their characteristics, which are obtained by means of a physical

inspection of the interior and exterior of the home by an independent assessor. Most notably,

this provides me with the floor area of the property, the number of rooms, and the energy

efficiency.

My merging strategy is to sequentially match individual sales to the EPC data using the full
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address or a subset of the address and the date of the sale and certificate.7 Around one-third of

the sales in the Land Registry remains unmatched, so I drop them from the analysis.8 I also

drop some outliers and transactions that are matched to multiple EPCs (around 15%).9

Because greenbelt boundaries have hardly changed between 1995 and 2017, matching greenbelt

data from 2012 to transactions in the past will imply little measurement error. Moreover,

although EPCs are available from 2008 onwards, I still match transactions from the Land

Registry from before 2008 to EPC, thereby assuming that housing characteristics do not

change. Hence, I use the full temporal extent of the data (1995-2017).10 This leaves us with

10,070,791 sales.

2.2.2 MSOA data

For the structural model (to be introduced later), I use data at the Middle-Layer Super Output

Area from the 2011 Census. To obtain floor space prices, I use the above-discussed sales

data from the Land Registry and EPCs and regress log prices per square metre on housing

characteristics and MSOA fixed effects. I obtain floor space prices by taking the exponent of the

estimated fixed effects.11 In the structural estimation, I normalise floor space prices to have a

geometric mean of 1.

Furthermore, for each MSOA, I calculate the share of greenbelt land as well as the share in 1973

greenbelts. For each centroid of an MSOA, I calculate the distance to the nearest inner or outer

greenbelt boundary.

7Specifically, I first match a sale to an EPC using the primary address object name, secondary address object
name, street name, and postcode. I then keep the certificate that is closest in days to the sale. I repeat this exercise for
unmatched properties but allow the address identifiers to be different. The final round of matching matches on the
full postcode.

8The matching is more challenging for flats that often share an address, implying that the proportion of flats is
reduced from 23% in the Land Registry sample to 3% in the final sample. My analysis therefore mainly focuses
on single-family homes. One may be concerned that this implies sample selection bias. However, if I calculate floor
space prices at the MSOA prices using the full Land Registry dataset and using the matched dataset, the correlation
is 0.988. Moreover, I show in Appendix B.2.7 that the results are essentially the same if I only include apartments.

9More specifically, I drop transactions with prices that are above £1.5 million or below £15,000 and properties
that are smaller than 25m2 or larger than 250m2. Together this applies to less than 0.5% of the data.

10To ensure that measurement error in greenbelt land does not bias my results, I also estimate regressions where I
only include observations from the closest Census year 2011, which does not change the results (see Appendix B.2.7
for more details).

11The results of this regression are available upon request. Housing characteristics included in the regression are
the log of house size, house type (i.e. terraced, semi-detached or detached), a dummy indicating whether the house
is newly built, the number of rooms, the number of habitable rooms, the floor level (if it is an apartment), the height
of the average floors, the number of floors of the building, whether the property has a fireplace, and the quality of
the windows, the roof, walls, and overall energy efficiency. I also include a dummy indicating whether the property
is freehold. All the coefficients have the expected signs and magnitudes.
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From the 2011 Census, I obtain commuting flows between each of the 6, 791 MSOAs, which

means that I have 46,117,681 cells containing information on the number of workers commuting

from home to work and by what mode. Using this information, I also calculate the total number

of workers and residents by mode in each area. From OS I obtain information on the road

network in 2012. That is, I keep motorways, A-roads, and B-roads for which I assume free-flow

travel speeds of 110, 80, and 50km/h.12 Using these network data, I calculate free-flow travel

times between each MSOA pair. To obtain actual travel times, I obtain data on average speeds

on major roads from the Department of Transport at the county level in 2015. Because

counties are much smaller in urban areas, this will provide a reasonable proxy for actual speeds.

I then match each road to the county in which it is located and calculate actual travel times

between each MSOA pair. For travel times by rail, I use data on the railway network from OS

Meridian. Data on London’s tube network is from Transport for London. The average

speed on railways is from Cartmell (2016) and is assumed to be 57km/h, while the average

speed on tube lines from Transport for London is 33km/h.13 To calculate travel times for

other modes (including walking, cycling, and working from home), I use the road network, but

I assume a speed on the network of 10km per hour.

In Appendix A.4, I provide some more details on commuting flows and show that calculated

travel times are very highly correlated to actual travel times (obtained for a small subset of the

data).

To construct instruments for agglomeration (to be discussed later on), I gather data on the

historic population at the parish level for 1931. There were 11,450 parishes in 1931 (these are

usually considerably smaller than MSOAs and parliamentary constituencies). For each MSOA

and constituency, I calculate the share in each parish. I then assume that the population is

uniformly distributed within each parish by multiplying the share of each MSOA/constituency

in each parish by the parish population.

I further use information on historic travel times to calculate historic travel times between MSOA

pairs. I obtain data on railway networks from Garcia-López et al. (2021) on England’s railway

network in 1870. Assuming a speed of 50km/h, I calculate travel time in minutes between each

12The average speed on motorways is obtained from statista.com.
13One may argue that I underestimate the speed of intercity services, say, between London and Birmingham.

However, for most commutes, only local trains are used that have lower average speeds.
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MSOA. I also gather data on developed land and soil characteristics. I use information from

the British Geological Survey on the depth of bedrock and sediment thickness. Data

on elevation are obtained from the Surfzone DEM model. From Nomis, I obtain the share of

construction workers.

2.3 Descriptive statistics

Panel A in Table 1 reports descriptive statistics for the housing transactions data. On average,

3.6% of the transactions are in a greenbelt. I show that the average price per m2 of floor space

is £1753 and the average floor size is 87m2. In greenbelts, this is respectively £2057 and 91m2.

Hence, houses in greenbelts are, on average, similar in size to other homes but slightly more

expensive. The highest share of the properties is taken up by terraced houses (41%), while

the shares of flats, semi-detached, or detached properties are considerably lower. The average

distance to the nearest greenbelt boundary is 16.4km. Still, approximately 37% (27%) of all

dwellings in England lie within 1km (500m) of greenbelt land, so many properties will be

potentially affected by greenbelt amenities. 2% of the dwellings are located on greenbelt land,

which is because these properties were built before greenbelts were assigned or exceptions were

granted.

I further report descriptive statistics at the postcode level in Panel B in Table 1. On average, 6%

of the land is greenbelt land. I observe on average 17 (the median is 13) dwellings in a postcode.

The median size of a postcode is only 0.93 hectares.14 In the sample, 72% of land in postcodes is

developed, which is much higher than the overall share of developed land (8.7% in England),

because postcodes in urban areas are much smaller and therefore overrepresented. The share of

developed land in greenbelts, meanwhile, is only 5.6%, but definitely not zero. Hence, I observe

properties that are on designated greenbelt land.

I also report descriptive statistics for MSOAs in Panel C in Table 1. England’s total working

population is 25,087,843. The average population density is 15.6 persons per hectare. There is a

very high correlation of 0.980 to dwelling density. The floor space price is, on average, £2154,

but there is considerable variation.15 The floor space price is also strongly positively correlated

with density; the correlations with population density and worker density are, respectively,

14Postcodes are on average 10 hectares due to a few very large postcodes.
15The highest floor space can be found in London in the borough of Kensington-Chelsea.
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TABLE 1 – KEY DESCRIPTIVE STATISTICS FOR MICRO-DATA

PANEL A: Descriptives for house prices (1) (2) (3) (4)
mean sd min max

Price per m2 1,754 1,268 100 10,000
Size of the property in m2 87.40 31.62 25 250
Share land in greenbelt 0.0361 0.1635 0 1
Share greenbelt land <500m 0.0853 0.1903 0 1
Distance to nearest greenbelt boundary (km) 16.43 29.25 0 296.8
Housing type – flat 0.0318 0.1756 0 1
Housing type – terraced 0.4127 0.4923 0 1
Share of developed land 0.8327 0.3044 0 1
Distance to the nearest city centre (km) 35.80 33.49 0.0802 313.7

PANEL B: Descriptives for postcode data (1) (2) (3) (4)
mean sd min max

Number of dwellings 16.56 14.96 0 646
Area size of postcode 10.12 50.69 0.0010 7,827
Share greenbelt land 0.0624 0.2256 0 1
Distance to nearest greenbelt boundary (km) 18.61 32.30 0 298.6
Share of developed land 0.7218 0.3969 0 1
Share parks in postcode 0.0349 0.1254 0 1
Distance to the nearest city centre (km) 37.50 36.20 0 316.2

PANEL C: Descriptives for MSOAs (1) (2) (3) (4)
mean sd min max

Population density (per ha) 15.59 16.96 0.0226 157.6
Worker density (per ha) 14.99 44.85 0.0151 1,384
Dwelling density (per ha) 13.44 14.30 0.0253 133.6
Floor space price (£ per m2) 2,154 1,198 606.0 12,336
Share greenbelt land 0.1520 0.2715 0 1
Share land in 1973 greenbelt 0.0802 0.2237 0 1
Distance to greenbelt boundary (km) 15.94 29.13 0.0003 295.3
Distance to the nearest city centre (km) 34.03 33.41 0.0716 312.0
Population density in 1931 (per ha) 20.36 39.51 0 354.7

Notes: The number of observations for house prices is 10, 070, 791. For the postcode data,
the number of observations is 1, 309, 635. The number of MSOAs is 6, 791.

0.331 and 0.489.

The share of greenbelt land in an MSOA is, on average, 0.152. This is higher than for postcodes

because postcodes are much smaller in cities. The correlation of historic population density

(in 1931) with current densities is relatively high: it is 0.691 for current population density and

0.378 for current employment density. One may be surprised that the population density in

1931 was higher than the current population density. However, the current population (and

employment) density only includes the working population, while the population in 1931 refers

to the full population.
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3 Reduced-form results
In this Section, I aim to show that greenbelt land has two major direct effects. First, it reduces the

amount of land available for development and therefore leads to lower local densities. Second,

it creates an amenity effect, leading to higher house prices within close vicinity of greenbelt

land. I close this section by conducting a sensitivity analysis of these effects.

3.1 Supply effects and housing density

3.1.1 Methodology

First, I am interested in determining to what extent greenbelts limit development – in other

words, to what extent is the greenbelt policy binding? Let us define hi as the number of

dwellings in postcode i and gi as the share of greenbelt land in the postcode. Note that hi is a

non-negative count variable. As the size of (postcode) areas differ, I control for the size of the

area Li, so the effect of gi can be interpreted as the effect on housing density. I use Poisson-Pseudo

Maximum Likelihood to estimate:

hi = exp
(
φ1gi + φ2 logLi + f(xi) + ηi∈A

)
, (1)

where f(·) captures a third-order polynomial of the distance to the city centre, xi. φ1 is the

coefficient of interest, φ2 is another coefficients to be estimated, and ηi∈A denote local authority

fixed effects.

A concern with the above specification is that greenbelts are not randomly distributed over

space, as greenbelt land can be found at the outskirts of cities. I then consider two identification

strategies to identify the causal effect of greenbelt land. For the first identification strategy, I

only keep postcodes on approved and proposed greenbelt land in 1973. These areas are likely

similar in terms of unobservables. In the regression analyses, I therefore estimate regressions

where I only keep postcodes that are in approved and proposed greenbelts in 1973.

As a second identification strategy, I rely on a boundary-discontinuity design. That is, I only

include postcodes within a distance b to an inner or outer greenbelt border (e.g. within 1km or

even within 100m in some sensitivity analyses), while controlling flexibly for the distance to the
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TABLE 2 – SUPPLY EFFECTS OF GREENBELTS: EFFECTS ON DWELLINGS
(Dependent variable: the number of dwellings in a postcode)

(1) (2) (3) (4) (5) (6)
Poisson Poisson Poisson Poisson Poisson Poisson

+ Controls Greenbelts Greenbelt Greenbelt Inside

and fixed effects in 1973 border <2km border <1km greenbelt areas

Share greenbelt land -0.4661*** -0.6535*** -1.1719*** -1.0024*** -0.9721*** -1.0046***
(0.0159) (0.0142) (0.0255) (0.0177) (0.0185) (0.0349)

Area size of postcode (log) 0.0486*** 0.1105*** 0.2726*** 0.2271*** 0.2265*** 0.1723***
(0.0034) (0.0026) (0.0070) (0.0046) (0.0050) (0.0096)

Distance to the city centre No Yes Yes Yes Yes Yes
Distance to the border No No No Yes Yes Yes
Local authority fixed effects No Yes Yes Yes Yes Yes

Number of observations 1,309,635 1,309,635 250,671 392,526 255,860 33,923
Bandwidth (km) ∞ ∞ ∞ 2 1 1
Pseudo-R2 0.0123 0.0764 0.146 0.115 0.115 0.167
Notes: Distance to the city centre refers to a linear, squared and cubic term of distance to the nearest city centre. Distance
to the border refers to a linear and squared term of distance to the nearest greenbelt border on either side of the greenbelt
border. Column (3) includes observations in areas that are in greenbelts that were approved or considered in 1973. In
columns (4) I include transactions that are within 2km of a greenbelt border, which is reduced to 1km in columns (5)
and (6). In column (6) I only include postcodes in greenbelt areas. Standard errors are clustered at the MSOA level and
in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

nearest greenbelt boundary on both sides of the border, captured by d−i and d+
i :

hi = exp
(
φ1gi + φ2 logLi + f(xi) + φ4d

−
i + φ5(d−i )2 + φ6d

+
i + φ7(d+

i )2 + ηi∈A
)
, if di < b. (2)

This strategy addresses the issue of greenbelt borders being near the urban fringe (where

commutes are longer and density is generally lower). Moreover, to address the potential issue

that supply effects are still capturing the decrease in density when moving beyond the greenbelt

boundary, I also estimate specifications where I only include postcodes in greenbelt areas (i.e.

that are in between the inner and outer greenbelt borders).

3.1.2 Results

The results are reported in Table 2. In column (1) I include all postcodes and only control for

postcode area size. It is shown that when the share of greenbelt land in a postcode is higher,

the number of dwellings is substantially lower. The coefficient implies that when the whole

postcode area is on greenbelt land, the number of dwellings changes by e−0.466 − 1 = −37%.

When I control for distance to the city centre and add local authority fixed effects, the reduction

in dwellings is 48% (column (2)).

Column (3) further improves on identification by only including postcodes in 1973 green-
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belts. The effect is then considerably stronger (−69%). Columns (4) and (5) rely on a border-

discontinuity approach based on inner and outer greenbelt borders. I find that postcodes in

dwellings have approximately 60% fewer dwellings and that the result is robust to the band-

width choice. In the preferred specification in column (6), I only include postcodes that are in

greenbelt areas. In this way, I address the issue that the supply effect captures a density gradient

that is decreasing in distance to the city centre. The coefficient is essentially the same as in the

previous specifications.

These reduced-form results confirm that the density of development is strongly affected by

greenbelt policy with estimates that vary between 37% and 70%. However, the reduction is far

from 100%; hence, recall that there are still (residential) buildings on greenbelt land, albeit in a

much lower density.16 In Appendix B.2.1, I further investigate whether greenbelt policy also

affects densities further away from greenbelt land, e.g. though the housing types provided close

to greenbelt borders, or because developers build in higher densities in city centres. I do not

find evidence for this.

3.2 Amenity effects and house prices

3.2.1 Methodology

I estimate the reduced-form local amenity effects of greenbelt policy using information on house

prices. Let pit be the house price in postcode i in year t and g̃i be the share of greenbelt land

within 500m. One may argue that the amount of greenbelt land in the vicinity is correlated

to housing attributes; houses with particular characteristics may be predominantly located in

greenbelts. For example, because of historic city limits, properties in greenbelts may be mostly

detached, while houses outside greenbelts may appear more often in the form of apartments or

terraced housing. To mitigate this problem, I include (time-invariant) housing characteristics,

such as the log of house size and house type, denoted by ci.

To control for unobservable locational attributes and for aggregate housing supply effects, I

include local authority A fixed effects ρi∈A . These fixed effects aim to capture time-invariant

unobserved characteristics that could be correlated to the share of greenbelt land, such as the

16The more convincing identification strategies (columns (3)-(6)) show larger supply effects. In these specifications,
I use a control group of areas that are similar and geographically close. The effect is thus stronger because I compare
areas that are only part of cities or towns to areas that are restricted by greenbelts. This helps to identify arguably
the ‘true’ supply effect of greenbelts.
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overall accessibility of the area and the provision of public goods. Moreover, they absorb

price-increasing effects due to a limited supply of land in housing markets with an abundance

of greenbelt land. I further control flexibly for distance to the nearest city centre of a city with at

least 100,000 inhabitants. Hence:

log pit = ζ1g̃i + f(xi) + ρi∈A + ρt + εit, (3)

where ρt are year fixed effects and εit is an error term. To further address omitted variable bias I

employ the same identification strategies as applied to measure the supply effect.

One may be concerned that unobserved housing quality is discontinuous at both sides of the

border such that g̃i does not capture greenbelt amenities but instead captures a difference in

housing quality (e.g. that properties are more often detached and larger inside greenbelts).

I then exploit an identification strategy similar to Turner et al. (2014). First, I only include

areas within a distance b of the inner or outer greenbelt border and control for a second-order

polynomial of the distance to the nearest greenbelt boundary on both sides:

log pit = ζ1g̃i + f(xi) + ζ2d
−
i + ζ3(d−i )2 + ζ4d

+
i + ζ5(d+

i )2 + ρi∈A + ρt + εit, if di < b. (4)

Next, I refine this approach by including observations on either side of the border. The effect

of greenbelts can still be identified because properties on one side of the border have different

shares of greenbelt land in the vicinity. In this way, I control for the issue that unobserved

housing quality may be discontinuous at the greenbelt border. I will address omitted variable

bias further in Appendix B.2.2 by obtaining Oster’s (2019) bias-adjusted estimates.

Moreover, one may object that the assumption of no impact of greenbelt land beyond 500m is

arbitrary. I therefore calculate the share of greenbelt land within 500m distance bands to test for

the spatial extent of the greenbelt amenity effect.

3.2.2 Results

In Table 3, I report the reduced-form amenity effects of greenbelts by looking at house prices.

In column (1) I estimate a naive specification of having greenbelt land in the vicinity on house

prices. I find that there is a strong effect of greenbelt land: a 10-percentage-point increase in the
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TABLE 3 – AMENITY EFFECTS OF GREENBELTS: EFFECTS ON HOUSE PRICES
(Dependent variable: the log of house price per m2)
(1) (2) (3) (4) (5) (6) (7)

OLS OLS OLS OLS OLS OLS OLS

+ Controls Greenbelts Greenbelt Greenbelt Outside Inside

and fixed effects in 1973 border <2km border <1km greenbelt area greenbelt area

Share greenbelt land 0-500m 0.2351*** 0.2175*** 0.1619*** 0.1233*** 0.1239*** 0.0641*** 0.1777***
(0.0194) (0.0097) (0.0123) (0.0145) (0.0184) (0.0237) (0.0239)

Housing attributes No Yes Yes Yes Yes Yes Yes
Distance to the city centre No Yes Yes Yes Yes Yes Yes
Distance to the border No No No Yes Yes Yes Yes
Local authority fixed effects No Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes Yes

Number of observations 10,070,791 10,070,791 1,952,693 3,331,788 2,172,516 1,988,253 184,259
Bandwidth (km) ∞ ∞ ∞ 2 1 1 1
R2 0.3778 0.7763 0.7911 0.7688 0.7682 0.7699 0.7821
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced, semi-detached, detached), the number
of rooms and the number of habitable rooms, an indicator for newly built properties, the floor level of the property, the height of the
property, the number of stories of the building, whether the property has a fire place, whether the property is freehold and variables
capturing the energy efficiency of windows, roof, walls. Distance to the city centre refers to a linear, squared and cubic term of
distance to the nearest city centre. Distance to the border refers to a linear and squared term of distance to the nearest greenbelt
border on either side of the greenbelt border. Column (3) includes observations in areas that are in greenbelts that were approved or
considered in 1973. In column (4) I include transactions that are within 2km of a greenbelt boundary respectively, while this is
reduced to 1km in columns (5)-(7). Columns (6) and (7) include properties outside and inside greenbelt areas, respectively. Standard
errors are clustered at the MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

share of greenbelt land within 500m increases prices by 2.4%. This is in line with papers that

find an amenity effect of open space: greenbelts ensure that houses are closer to open space,

which in turn generates positive benefits (see e.g. Irwin, 2002; Anderson and West, 2006; Brander

and Koetse, 2011).

In column (2) I include a wide range of housing attributes, I control flexibly for the distance

to the nearest city centre, and, importantly, I include local authority fixed effects. The latter

implies that I identify the amenity effect within housing markets. This has limited repercussions

for the effect I find, as the coefficient is very similar to the previous specification. Column (3)

uses information on proposed and approved greenbelts. The impact of greenbelt land is slightly

lower: a 10-percentage-point increase in the share of greenbelt land in the vicinity increases

prices by 1.6%.

In the remainder of Table 3, I focus on observations close to inner or outer greenbelt borders.

In column (4), I include observations within 2km of a greenbelt border. This implies that I still

include approximately one-third of the total number of observations. The coefficient is, again,

very similar. Reducing the threshold distance to just 1km does not materially change the results
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either (see column (5)).

One may object against these results that housing quality may be discontinuous at the green-

belt border. Although controlling for observed housing quality alleviates these concerns, the

possibility remains that unobserved housing quality changes discontinuously at the border. In

columns (6) and (7), I therefore include houses on either side of the border. It appears that the

greenbelt amenity effect is somewhat lower, albeit highly statistically significant, when I only

include properties outside greenbelt areas. The coefficient indicates that a 10-percentage-point

increase in the share of greenbelt land within 500m increases prices by 0.6%. The effect is

considerably stronger when focusing on properties located inside greenbelt areas and more in

line with previous specifications. A potential reason for this is that the effect of greenbelt land is

somewhat non-linear. In Appendix B.2.3, I show that the effect of greenbelt land on prices is

indeed increasing in the share of greenbelt land in the vicinity. The implication here is that a

small amount of greenbelt land will hardly generate an amenity effect, while only beyond a

certain share the effect is measurable and positive. Hence, because the share of greenbelt land

inside greenbelt areas within 500m is considerably higher (on average 61% vs. 38%), this at least

partly explains why the effect inside greenbelt areas is stronger.

Hence, these reduced-form regressions show a strong positive amenity effect of greenbelt land.

One may wonder whether the assumption that the effect of greenbelt land is zero beyond 500m

is valid. I therefore explicitly test for the spatial decay of greenbelt amenities by calculating the

share of greenbelt land within 500m distance bands. I report the results in Table 4.

In the specification in column (1), where I include all observations, I find that the main effect is

by far the largest and the most precise within 500m of the property. Still, coefficients are positive

and (marginally) statistically significant between 1 and 2km. Column (2) is a more convincing

specification in that it restricts the sample to observations in 1973 greenbelts. Only the coefficient

within 500m is now strong and statistically significant at the 1% level. Alternatively, in column

(3), I adopt the boundary-discontinuity approach and include observations within 4km of the

greenbelt border, which confirms the previous result that the effect is only strong and statistically

significant within 500m. Column (4) further reduces the distance to the nearest greenbelt border

to 2km.17 The finding that the amenity effect of greenbelts is local is in line with a literature

17I also consider including observations on either side of the border, as in columns (6) and (7) of Table 3. However,
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TABLE 4 – AMENITY EFFECTS OF GREENBELTS: SPATIAL DECAY
(Dependent variable: the log of house price per m2)

(1) (2) (3) (4)
OLS OLS OLS OLS

All Greenbelts Greenbelt Greenbelt

obs. in 1973 border <4km border <2km

Share greenbelt land 0-500m 0.1346*** 0.1216*** 0.1205*** 0.1136***
(0.0101) (0.0118) (0.0114) (0.0137)

Share greenbelt land 500-1000m -0.0009 -0.0020 -0.0070 -0.0123
(0.0159) (0.0204) (0.0180) (0.0200)

Share greenbelt land 1000-1500m 0.0565*** 0.0467 0.0361 0.0277
(0.0211) (0.0286) (0.0234) (0.0251)

Share greenbelt land 1500-2000m 0.0483* 0.0215 0.0526* 0.0345
(0.0253) (0.0355) (0.0279) (0.0310)

Share greenbelt land 2000-2500m 0.0453 0.0780* 0.0507 0.0509
(0.0302) (0.0421) (0.0331) (0.0368)

Share greenbelt land 2500-3000m -0.0229 -0.0042 -0.0183 -0.0329
(0.0343) (0.0497) (0.0375) (0.0421)

Share greenbelt land 3000-3500m 0.0377 0.0629 0.0402 0.0443
(0.0378) (0.0526) (0.0417) (0.0486)

Share greenbelt land 3500-4000m -0.0366 -0.0059 -0.0276 -0.0314
(0.0336) (0.0455) (0.0390) (0.0441)

Housing attributes Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes
Distance to the border No No Yes Yes
Local authority fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes

Number of observations 10,070,791 1,952,693 4,710,723 3,331,788
Bandwidth (km) ∞ ∞ 4 2
R2 0.7770 0.7924 0.7700 0.7690
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced,
semi-detached, detached), the number of rooms and the number of habitable rooms, an indi-
cator for newly built properties, the floor level of the property, the height of the property, the
number of stories of the building, whether the property has a fire place, whether the property
is freehold and variables capturing the energy efficiency of windows, roof, walls. Distance to
the city centre refers to a linear, squared and cubic term of distance to the nearest city centre.
Distance to the border refers to a linear and squared term of distance to the nearest greenbelt
border on either side of the greenbelt border. Column (3) includes observations in areas that are
in greenbelts that were approved or considered in 1973. In column (4) I include transactions
that are within 2km of a greenbelt boundary respectively. Standard errors are clustered at the
MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

showing that amenity effects of open space are very local (Bolitzer and Netusil, 2000; Anderson

and West, 2006). I further study the spatial decay of greenbelt amenities in the structural model.

3.3 Sensitivity

In Appendix B.2, I investigate the robustness of the reduced-form effects. First, I test in Appendix

B.2.1 whether the supply effects extend beyond the borders of greenbelts. For example, density

close to greenbelts may be lower, while in city centres a few kilometres away the density may

coefficients are then too imprecise to yield much information.
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be higher due to greenbelts. I show that the supply effect only pertains to one’s own postcode.

Second, to the extent one is still worried that houses on greenbelt land are different in unob-

servable housing characteristics from other properties, I obtain in Appendix B.2.2 bias-adjusted

estimates using Oster’s (2019) GMM approach. This approach exploits coefficient movements

after the inclusion of controls together with the variance of the added control variables. I show

that for the preferred identification strategies (e.g. selecting observations in 1973 greenbelt

areas or properties close to greenbelt borders), the bias-adjusted estimates are very close to the

estimates shown in Table 3.

Third, as noted earlier, I test in Appendix B.2.3 for the non-linearity of the greenbelt amenity

effect, where I find that the effect of greenbelt land on prices is increasing in the share of

greenbelt land.

Fourth, in Appendix B.2.4, I categorise greenbelt land in 6 land-use types (parks and recreation

areas, golf courses, forests, farms, meadows, and other) using data from OpenStreetMap. I

find that parks and recreation areas do not have a statistically significant effect. This may be

because recreation areas like football fields of cricket grounds are not particularly aesthetically

pleasing and even may generate negative externalities. By contrast, golf courses and open land

generally command a (strong) positive price premium. This is in line with existing evidence

showing that open land is valued more highly by residents than e.g. forested land (Irwin 2002,

Montgomery 2015, pp. 114-115).

Fifth, one may be concerned that the effects of greenbelts partly capture a sorting effect, which

would mean that residents with price-increasing characteristics end up in the greenbelt (see

Bayer et al., 2007). To test for sorting effects and other omitted variables, in Appendix B.2.5 I

include output area (OA) fixed effects, which are very small areas and the lowest geographical

level at which Census estimates are provided (the median size of an OA is just 6.6ha). I find

that this does not materially change the supply and amenity effects of greenbelts, which strongly

suggests that what I capture here is a direct effect rather than a sorting effect due to greenbelts.

Sixth, in Appendix B.2.6 I test for the sensitivity of the results by only including observations

within just 100m of an inner or outer greenbelt border. This does not significantly affect my

results, although coefficients are, unsurprisingly, less precise.
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Seventh, as the structural estimation results will mostly rely on Census data from 2011 and the

greenbelt data from 2012, I also re-estimate the preferred specifications including data only for

2012 in Appendix B.2.7, leading to essentially the same results. Because one may be concerned

that flats are under-represented in the data, I further estimate regressions where I only include

flats, which leads to very similar results.

Eighth, one may be concerned that the spatial distribution of sales is not random and correlated

to the share of greenbelt land. For example, particular houses in greenbelts may stay in the

family or are passed through inheritance, and hence are not traded on the market. This would

lead to a lower number of sales per dwelling in postcodes in greenbelts. In Appendix B.2.8, I do

not find that this is an issue.

Finally, one of the other effects on greenbelts is that they ‘absorb’ air pollution from cities

and therefore lead to lower pollution levels in cities with a greenbelt. I test this by exploiting

data on concentrations of particulate matter (PM10) and nitrogen oxides (NOx). These are

pollutants commonly associated with the concentration of human activities. Nitrogen oxides are

particularly associated with (gas) heating, traffic, and electricity production. I show in Appendix

B.3 that areas with more greenbelt land do seem to have lower pollution levels. However, I

find that the effect is confined to one’s own MSOA. This implies that pollution reductions of

greenbelts are relatively local and that generally, throughout the city, pollution levels are not

lower.

4 A spatial general equilibrium model

4.1 Introduction

In this section, I introduce a structural model to analyse the general equilibrium effects of

greenbelt policy. I extend Ahlfeldt et al.’s (2015) model in three ways. First, I embed land-use

restrictions in the model, as greenbelt land reduces the density for development at certain

locations (see Section 3.1). Second, I allow for greenbelts to generate a higher amenity level

(see Section 3.2); hence, I explicitly specify the amenity residual in Ahlfeldt et al. (2015) and

allow for the spatial decay of those amenities. Third, I allow for mode choice and endogenous

travel times of road travel. Furthermore, I estimate, rather than choose, the share of land in

construction costs, which is critical in determining the effect of greenbelts on floor space supply
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and prices.

In Section 4.2, I first introduce how workers choose residential, workplace locations and trans-

port modes as a function of amenities, floor space prices, and commuting costs. Then, in Section

4.3, I proceed to discuss production at each location, which is a function of agglomeration

economies. Third, in Section 4.4, I discuss land use and construction, followed by the modelling

of traffic congestion in Section 4.5. I elaborate on welfare issues in Section 4.6. The estimation of

the model’s parameter will be discussed in Section 4.7.

4.2 Workers and greenbelt amenities

There are i = 1, ...,L locations, each with land area Li and m = {rd, rw, oth} are transport

modes. I distinguish between travel by road (rd), rail (rw), and other modes (oth). In what

follows, only road traffic is subject to traffic congestion. Land may be used for residential

purposes and/or production. A worker z that lives in i and commutes to j by mode m has

preferences over a consumption good cijmz and residential floor space `ijmz. The worker

also has an idiosyncratic preference for pair ijm, denoted by ξijmz.18 After deciding to locate

in England, but before determining where exactly, the idiosyncratic component of utility is

revealed to the worker. I assume that utility is Cobb-Douglas:

Uijmz = Ψi

(cijmz
β

)β( `ijmz
1− β

)1−β
ξijmz, (5)

where Ψi is the given amenity level of a location and preferences for the consumption good

0 < β < 1. The idiosyncratic component is drawn from a Fréchet distribution:

F (ξijmz) = e−ν̄imῡjmξ
−ε
ijmz , ν̄im, ῡjm > 0, ε > 1. (6)

The location-mode-specific scale parameters ν̄im and ῡjm determine the average utility of living

in i and working in j given transport mode m, respectively, and ε governs the amount of

commuting heterogeneity. Note that a higher value of ε implies a smaller dispersion of utilities.

Workers earn a wage wj at their workplace j. They must commute to work, which implies a loss

18Other than heterogeneity through idiosyncratic preferences, I abstract from heterogeneity in e.g. income, such
as in Gaigné et al. (2021) or Tsivanidis (2020). Unfortunately, I lack good micro-data on incomes. Moreover, allowing
for heterogeneous workers would render the model much more difficult and probably obscure the key forces at
work.
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in their net wage. More specifically, the workers’ budget constraint is given by e−κmτijmwj =

pi`ijmz + cijmz, where e−κmτijm represents iceberg commuting costs, τijm is the travel time

between location i and j by mode m, and pi is the price per unit of floor space.19

The indirect utility is then given by uijmz = Ψie−κmτijmwjp
β−1
i ξijmz . Given that ξijmz is Fréchet

distributed, I can determine the probability that a worker chooses to reside in i and work in j

and use transport mode m:

πijm =
ν̄imῡjm

(
Ψie
−κmτijmwj

p1−βi

)ε
∑L

r=1

∑L
s=1

∑3
m=1 ν̄rmῡsm

(
Ψre−κmτrsws

p1−βr

)ε . (7)

I define ‘transformed’ wages as ωjm = ῡjmw
ε
j . ‘Transformed’ amenities are given by aim =

ν̄imΨε
ip
ε(β−1)
i . The probability that a worker is employed in j, conditional on living in i and

taking mode m, is given by:

πijm|im =
e−κmετijmωjm∑L
s=1 e−κmετismωsm

. (8)

Similarly, the probability that someone lives at i, conditional on working in j and taking mode

m, is given by:

πijm|jm =
e−κmετijmaim∑L
r=1 e−κmετirmarm

. (9)

Note that I observe the number of workers in the data, HMjm, as well as the number of residents

living at i and using mode m, HRim. Given the above probability, I can define the commuting

market-clearing conditions:

HMjm =
L∑
i=1

πijm|imHRim,

HRim =
L∑
j=1

πijm|jmHMjm.

(10)

The first condition implies that the number of workers in j is the sum of the residential popula-

tion multiplied by the probability that they commute to j. The second condition ensures that

19One may argue that commuting costs contain a time and pecuniary component. I do not dispute this, but
allowing for this type of commuting costs goes beyond the scope of this paper. Importantly, given the value of
time obtained in empirical studies (see Small and Verhoef, 2007), it appears that time costs far exceed the pecuniary
component of commuting costs.
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the number of residents at i equals the sum over the workplace population multiplied by the

probability that they commute from j.

The total residential floor consumption FRi at i is obtained by summing the floor space demand

over all workers in a location:

FRi =
3∑

m=1

(1− β)E[w̃im]

pi
HRim, (11)

where E[w̃im] =
∑L

j=1 πijm|ime−κmτijmwj denotes the expected wage net of commuting at

location i for transport mode m.

I assume that workers obtain an expected utility equal to a reservation utility ū which is the

same for everyone. Moving is costless and population mobility implies the following:

ū = E[u] = Γ
(ε− 1

ε

)( L∑
i=1

L∑
j=1

3∑
m=1

ν̄imῡjm

(
Ψie−κmτijmwj

p1−β
i

)ε) 1
ε

, (12)

where Γ( · ) is the Gamma function.

Given the reduced-form results, I expect a higher amenity level in areas that are closer to or

inside greenbelts. Moreover, residents may dislike areas with high densities (e.g. because in

dense areas buildings appear more often in the form of apartments, see Glaeser et al., 2008). Let

Ψ̂i denote the amenity value recovered from the data (I explain how Ψi is recovered in Section

4.7). Then:

Ψ̂i = Ψ̆ieζg̃i(θ)
(∑3

m=1HRim

Li

)ψ
, (13)

where Ψ̆i is an amenity constant and

g̃i(θ) =

∑L
j=1 e−θdijGj∑L
j=1 e−θdijLj

. (14)

Hence, g̃i(θ) is a spatially weighted share of greenbelt land around i as Gj is the total amount

of greenbelt land at j and recall that Lj is the total amount of land at j. Furthermore, ζ > 0

indicates the amenity effect of greenbelt land on the amenity level Ψi, θ > 0 indicates the decay

25



of this amenity effect, and ψ indicates how much residents value residential density.20

4.3 Production and agglomeration economies

I now turn to production. A single final good is produced in a perfectly competitive market

with constant returns to scale and sold to the wider economy without costs. Cobb-Douglas

production in location j is given by:

Yj =

3∑
m=1

Ωj(ςHMjm)α(FMjm)1−α, (15)

where Ωj denotes the final goods productivity at j, given mode m, FMj is the amount of floor

space consumed by production, and ς is a scale parameter.21 Recall that the costs of labour

are given by the wages wj , while prices pi are the costs for using floor space. Assuming profit

maximisation implies that floor space consumption at a certain location j is then given by:

FMj =
3∑

m=1

(
ωjm

αΩj ῡ
1
ε
jm

) 1
1−α

ςHMjm. (16)

Given the optimal use of labour, the final goods productivity of a location j, Ωj can then be

recovered up to a normalisation constant:22

Ωj =
ῡ
−α
ε

jm

(1− α)1−ααα
p1−α
j ω

α
ε
jm, ∀m. (17)

As there is a large literature showing that firms are more productive in the vicinity of others

(see e.g. Combes et al., 2008; Melo et al., 2009), I assume that productivity is dependent on

employment density. Using (17) and data on floor space prices and transformed wages, I recover

20I may also allow for the decay of residential density, as in Ahlfeldt et al. (2015). In the current paper, it appears
that this decay parameter is difficult to estimate but is, if anything, very high. In other words, density effects only
pertain to one’s own MSOA, which is in line with the strong decay found in Ahlfeldt et al. (2015).

21More specifically, I choose ς in such a way that
(∑L

j=1

∑3
m=1 FMjm

)
/
(∑L

j=1

∑3
m=1 FRjm

)
is equal to the

overall ratio of commercial floor space to residential floor space in the data. Workers need relatively less office space
than residential space so ς < 1.

22The optimal use of floor space is given by F ∗jm =
(
(1 − α)Yjm

)
/pj , while the optimal use of labour is

H∗jm =
(
αYjm

)
/ςwj . I then plug F ∗jm and H∗jm into Yj to obtain Ωj . As in Ahlfeldt et al. (2015), Ωj is identified

up to a normalisation constant. I normalise ῡj,rd = 1, while I choose values of ῡj,rw and ῡj,oth to ensure that
Ωj = Ωj,rd = Ωj,rw = Ωj,oth .

26



Ω̂j from the data. Then:

Ω̂j = Ω̆j

(∑L
i=1

∑3
m=1 e−δτij,rdHMim∑L
i=1 e−δτij,rdLi

)γ
≡ Ω̆jA

γ
Mj , (18)

where Ω̆j denotes the constant exogenous productivity of a location j, γ is the agglomeration

elasticity, AMj measures employment density, and δ captures the spatial decay of agglomeration

economies.23 Hence, productivity is positively affected by employment density if γ > 0.

4.4 Land, construction, and greenbelts

Greenbelts limit the available supply of land for development. Let Λi be the amount of devel-

oped land in i and Li the total land area in location i. In line with the reduced form estimations

in Section 3.1, I assume that the relationship between the share of built-up land and greenbelts

is given by:
Λi
Li

= Φieφgi , (19)

where Φi is a location-specific constant and gi = Gi/Li is the share of greenbelt land at i.

I assume that floor space Fi is supplied in a competitive construction market that uses developed

land Λi and capital Ki as inputs, with land prices Pi and the rental costs of capital denoted by r.

I use a standard Cobb-Douglas production function. Land market-clearing then implies that:

Fi = FMi + FRi = ΥiK
µ
i Λ1−µ

i , (20)

The first-order condition for optimal capital use is then:

K∗i =

(
µΥipi
r

) 1
1−µ

Λi, (21)

which I plug in (20) to obtain:
Fi
Λi

= Υ
1

1−µ
i

(
µpi
r

) µ
1−µ

. (22)

23In a previous version of this paper, I also allowed for the direct effects of greenbelts on productivity. I did not
find clear evidence for a ‘productive amenity’ effect of greenbelts. More importantly, the results of the counterfactuals
are hardly affected by the inclusion of direct effects of greenbelts, while they complicate the estimation. These results
are therefore available upon request.
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By plugging the first-order condition (21) into (20), I can solve for innate supply conditions Υi:

Υ̂i =

(
r

µpi

)µ(Fi
Λi

)1−µ
. (23)

4.5 Traffic congestion

In the model of Ahlfeldt et al. (2015), travel times between two locations are exogenous. How-

ever, according to a large literature on transportation, it is clear that travel times on the road

are endogenous because of congestion. Traffic congestion mostly occurs in peak hours when

commuting to work (Vickrey, 1969; Peer et al., 2015; Proost and Thisse, 2019). Workplaces

tend to be more spatially concentrated than residences, meaning that congestion tends to occur

mostly at the workplace. I therefore focus on congestion costs at the workplace when workers

choose to travel by car, defined as m = rd.24

Pigou (1932) assumed a relationship between traffic flow and travel speed, but what matters

here is the relationship between (traffic) density and travel time (Small and Verhoef, 2007).

I assume a generalisation of the relationship between density and travel time proposed by

Underwood (1961) and for which there is ample empirical support (see e.g. Daganzo et al., 2011;

Geroliminis and Daganzo, 2008; Adler et al., 2021; Russo et al., 2021):

τij,rd = τ fij,rdTiT̆je
λDMj , (24)

where τ fij is the free-flow travel time between i and j, Ti and T̆j are location-specific constants,

and λ > 0 is the congestion elasticity. Importantly, the density of traffic is given by:

DMj =

∑L
s=1 e−κτsj,rdHMs,rd∑L
s=1 e−κτsj,rdRs

, (25)

where Rs is the total length of roads at s. Hence, I divide the spatially weighted employment

by car in a commuting area by the total available roads to obtain the traffic density of workers.

Equation (24) is, for example, in line with traffic congestion models, where congestion is

modelled as a bathtub that is filled up by traffic (Arnott and Rowse, 2013; Fosgerau, 2015).

24I will show in Appendix C.4 that congestion at the residential location indeed matters less.
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4.6 Welfare

To evaluate whether greenbelt policy improves welfare, I will analyse the change in expected

utility once greenbelt land is removed. The change in expected utility can be interpreted as the

change in income that is necessary to obtain the same utility as in the baseline situation. The

equivalent income increase that is necessary to make residents in the original scenario have the

same utility as in the new scenario can be defined as (using (12)):

(
L∑
i=1

L∑
j=1

3∑
m=1

ν̄im0ῡjm0

(Ψi0e−κτijm0wj0∆w̄

p1−β
i0

)ε) 1
ε

=

(
L∑
i=1

L∑
j=1

3∑
m=1

ν̄im1ῡjm1

(Ψi1e−κτijm1wj1

p1−β
i1

)ε) 1
ε

,

∆w̄ =
ū1

ū0
,

(26)

Recall that wj0 and wj1 are wages in the baseline and counterfactual scenario without greenbelt

land, respectively. Further, be reminded that τijm are mode-specific travel times, Ψi are amenity

levels, while pi are floor-space prices. ∆w̄ is the income increase that compensates for the utility

differential, to which I refer to as the change in equivalent income.

Moreover, as the workers in my model are renters, I should also take into account the change in

the land rents for absentee landlords. Given that construction firms make zero profits, I have:

Pi =
Fipi
Λi
− r

µ
µ−1 (µpiΥi)

1
1−µ . (27)

Then, the change in aggregate land prices is given by (Pi1Λi1)/(Pi0Λi0)− 1.

4.7 Model estimation

4.7.1 Set up

I use the recursive structure of the model to solve for the parameters of interest {κrd, κrw, κoth,

ε, λ, φ, ζ, θ, ψ, γ, δ}. I assume that the expenditure on labour costs equals α = 0.75, which

is in line with the long-run average in the UK (Batini et al., 2000). The share of household

expenditure on floor space is assumed to be 1− β = 0.25 (Department for Communities and

Local Government, 2013). I set the parameter ς = 0.1435 based on data on floor spaces from
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ONS and DCLG (see Department for Communities and Local Government, 2018).25 I estimate

the model at the MSOA level.

Note that in what follows I use practically the same identification strategies to identify the

parameters of interest as those outlined in the reduced-form regressions (see Section 3) but the

dependent variables are now different and based on the model-implied location fundamentals

(such as Ψ̂i and Ω̂j).

4.7.2 The gravity equation and wages

I obtain information on bilateral commuting pairs by travel mode from the Census. In order to

estimate the model, I only keep commuting pairs for which the free-flow travel time is less than

120 minutes (one-way), as there are few people (around 1%) commuting more than this.26

Let us now define κm ≡ κmε. I estimate the following gravity equation:

πijmH̄ = e−κmτijm+ν̃im+υ̃jm+εijm , (28)

where H̄ is England’s total population, κm are the mode-specific commuting travel time elas-

ticities, ν̃im is a residential location-by-mode fixed effect absorbing {Ψi, pi, ν̄im}, and υ̃jm is a

workplace-by-mode fixed effect absorbing {ῡjm, wj} (see equation (7)). Because the dependent

variable πijmH̄ has many zeroes, I estimate equation (28) using a Poisson model with two-way

fixed effects. In Appendix C.1, I consider different specifications to obtain κm. Most importantly,

I consider the issue that travel times might be endogenous: between locations where there is a

higher commuting flow, it is more likely that new transport infrastructure is provided, leading

in turn to lower travel times. Moreover, the measuring of travel times may be vulnerable to error.

Travel times by road are also endogenous because a higher flow may imply that congestion

may be more severe, which in turn increases travel times by road. I show in Appendix C.1 that

when instrumenting travel times with the Euclidean distance, endogeneity hardly matters.

25Note that ς does not capture the share of commercial space to total real estate space, but it is a parameter
that ensures that the ratio of commercial floor space to residential floor space matches the data. In 2008, the
total commercial and industrial space was 562 million m2, while the total residential floor space was 22.2 million
dwellings × 92m2 = 2.042 billion m2. Hence, the ratio of commercial to residential floor space was 0.2745. In the
baseline scenario, the total amount of commercial floor space predicted by the model is 1543, while the predicted
amount of residential floor space is 805. Hence, to adjust the amount of commercial floor space to match the ratio to
residential floor space, I set ς = 0.1435.

26To be more specific, I exclude only 1% of commuters by road, 1.1% of commuters by rail, and 1.2% of commuters
by other modes.
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Using data on the (working) population HRim, and the number of workers HMjm, and the

estimated parameters κ̂m, I can recover transformed wages ωjm at each location j for each mode

m by solving this equation:

HMjm −
L∑
i=1

πijm|imHRim = 0. (29)

Similarly, I obtain amenities up to a constant by solving HRim −
∑L

j=1 πijm|jmHMjm = 0, which

produces an estimate for transformed amenities âim. Given (9), I recover amenity level, Ψi:

Ψ̂i =
( âim
ν̄im

) 1
ε
p1−β
i , ∀m ∈ j. (30)

4.7.3 Commuting heterogeneity

I recover ε by using information on the distribution of estimated household incomes in Eng-

land.27 Following Ahlfeldt et al. (2015), I choose ε in such a way that it minimises the squared

differences between the variances within local authority areas of log-transformed wages in the

model and log wages in the data. I estimate:

σ2
logwi∈z =

(1

ε

)2
σ2

log ω̂im∈z + εim. (31)

Using ε̂, I obtain κ̂m = κ̂m/ε̂.

4.7.4 Effects of greenbelt policy on land and construction

By log-linearising equation (19), I estimate the impact of greenbelts on the land available for

development:

log
Λi
Li

= φgi + ηi∈G + εi, (32)

where φ captures the parameter of interest and ηi∈G are greenbelt-by-government region fixed

effects.28 Note that greenbelt policy is expected to lead to less land being available for develop-

ment (as shown in the reduced-form results, Section 3.1); hence, φ is expected to be negative. I

also use alternative identification strategies to mitigate endogeneity issues. More specifically, I

use (i) only areas for which the share in proposed or approved greenbelt land in 1973 exceeds

27I obtain data on estimated household incomes using MSOA by the Office of National Statistics from 2011.
28There are nine government regions in England. When intersecting those with 12 greenbelts, I end up with 32

areas.
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90%, and (ii) I focus on MSOAs that are within 1km of an inner or outer greenbelt boundary.

The next step is to recover the share of construction costs used for capital, as denoted by µ.

I can calculate floor space consumption (see (11) and (16)) using the estimated parameters

{κ̂, ε̂}; implied transformed wages; data on floor space prices; number of residents and workers;

productivities; and amenities. By log-linearising (22), I estimate:

log
Fi
Λi

=
µ

1− µ
log pi + ιsi + ηi∈G + εi, (33)

where si denotes supply conditions, such as distance to bedrock and sediment thickness. Hence,

I recover µ from a standard linear regression. However, I face endogeneity issues because the

supply of floor space may also impact the floor space price (Combes et al., 2016). As is shown

in Appendix C.2.1, µ even has the wrong sign if I estimate the above equation using OLS.

Following Combes et al. (2016), I therefore propose to instrument for pi using the distance to

the city centre as an instrument for floor space prices. According to the monocentric city model

(Alonso, 1964; Mills, 1967; Muth, 1969), demand for housing closer to the city centre is higher

due to shorter commutes, not because of differences in supply conditions. Still, one may be

concerned that unobserved supply conditions are correlated to the distance to the centre. It has

been argued that construction costs are related to supply conditions and therefore the locations

of city centres may be related to, say, the depth to bedrock (Rosenthal and Strange, 2008; Barr

et al., 2011; Holl, 2019). I therefore include greenbelt-by-government region effects and variables

capturing supply conditions, such as the elevation and share of the workforce in construction

(which may affect the wages for construction workers). To the extent one is concerned that the

instrument is not valid, in Appendix C.2.2 I consider Conley et al.’s (2012) methodology to relax

the assumption of strictly exogenous instruments. This enables me to construct bounds on the

estimated µ if part of the effect of distance to the city centre is related to supply conditions. In

this Appendix, I further consider alternative instruments based on temperature as a proxy for

amenities and therefore demand for housing (see Glaeser et al., 2001).

Furthermore, one may argue that µ is heterogeneous across locations and dependent on the

share of greenbelt land in i. To investigate this further, I estimate a semi-parametric version of

(33) in Appendix C.2.3, but find little variation in µ. Given that allowing for variation in the
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share of capital costs in construction will considerably complicate the estimation procedure, I

will assume µ to be identical across locations for the remainder of this paper.

4.7.5 Greenbelt amenities

Armed with estimates for amenities (up to a normalisation constant) based on equation (30), I

identify the impact of greenbelts and residential density on amenities using:

log Ψ̂i = ζ

(∑L
j=1 e−θdijGj∑L
j=1 e−θdijLj

)
+ ψ log

(
HRi

Li

)
+ ηi∈G + εi. (34)

By adopting non-linear least squares and by using the above-discussed identification strategies,

I identify ζ, the decay of greenbelt amenities θ, as well as the effect of residential density ψ, on

the implied amenity level.

A concern with (34) is that HRi/Li may be endogenous. It may well be that amenities attract

more people, which in turn affects amenities. Also, HRi/Li may be correlated to unobserved

endowments. I follow two approaches in order to address this. First, I use the familiar approach

to use population density in 1931 (H1931i/Li) as an instrument. The idea here is that past

unobservables are uncorrelated to current unobservables (see Ciccone and Hall, 1996; Ciccone,

2002; Combes et al., 2008; Melo et al., 2009). Moreover, this allows me to address any reverse

causality.

Still, the identifying assumption that the unobserved reasons why people cluster are uncor-

related over 80 years may fail to be fully convincing. I therefore also consider an alternative

identification strategy: I use the share of greenbelt land between 10 and 25km. Following Bayer

et al. (2007) and Bayer and Timmins (2007), the identifying assumption is therefore that the

share of greenbelt land far away does not generate direct utility effects other than via the effects

on the spatial distribution of residents.

Because (34) is non-linear, I adopt a control function approach (see Cameron and Trivedi, 2005)

where the first-stage errors are included as a third-order polynomial in equation (34).
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4.7.6 Productivity and agglomeration economies

I also recover productivity Ω̂i using equation (17). I then estimate the following:

log Ω̂i = γ logAMi(δ) + ηi∈G + εi. (35)

The above equation is non-linear in parameters γ and δ. Recall from equation (18) that AMi

is a function of HMj =
∑L

m=1HMjm, ∀j. I therefore sum HMj using 2-minute travel time

‘doughnuts’ and estimate the above equation using non-linear least squares.29

A concern with the above equation is that HMj is endogenous. For example, δ may capture the

effect of unobserved locational endowments rather than agglomeration economies. I therefore

once more use the standard strategy to instrument for spatial externalities. That is, I use the

population in 1931 and estimate the following first stage:

logAMi(δ) = γ̃ log

(∑L
j=1 e−δ̃τ̃1870ijH1931j∑L
j=1 e−δ̃τ̃1870ijLj

)
+ η̃i∈G + ε̃i. (36)

where H1931j is the population in the same MSOA in 1931 and τ̃1870ij is the travel time over the

railway network of 1870 (which was the closest year from which I could retrieve infrastructure

data). I then obtain residuals ε̃i. To determine γ and δ simultaneously, I then use a control

function approach where I include a third-order polynomial of ε̃i in (35).

As an alternative instrument, I once more use the share of greenbelt land between 10 and 25km.

Thus, the identifying assumption is that the share of greenbelt land far away does not generate

direct productivity effects other than via the effects on the spatial equilibrium of workers

choosing workplaces. Hence, the alternative first stage is given by:

logAMi(δ) = γ̆M

∑L
j=1GjI10<dij≤25∑L
j=1 LjI10<dij≤25

+ η̆i∈G + ε̆i. (37)

Again, I plug in a third-order polynomial of the residuals ε̆i in equation (35) to obtain values for

the parameters of interest.

29More specifically, for each location i, I calculate the travel time to all j. I then generate variables that sum
workers for a given travel time ring, implying that I will include 60 variables; the total number of workers between
0-2 minute travelling, 2-4 minutes travelling, etc.
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4.7.7 Traffic congestion elasticity

To obtain the congestion elasticity λ, I first log-linearise equation (24) and estimate:

log
τij

τ fij
= log TRi + log TMj + εij . (38)

Recall that τ fij is the free-flow travel time between i and j. I estimate the above equation using a

regression with two-way fixed effects. In the second step, I recover the workplace fixed effects

(log TMj), resulting in the following equation:

log T̂Mi = λDMi + ηi∈G + εi, (39)

where ηi∈G are greenbelt-by-government fixed effects, and I use the estimated parameter κ̂rd to

calculate traffic density DMi. I estimate this equation using OLS.30

One may be concerned that DMi is endogenous because of reverse causality; that is, short

travel times may attract residents and workers that are interested in shorter commutes, thus

leading to a higher density. I follow a similar strategy as when measuring agglomeration

economies: I instrument traffic densities with the population density in 1931. Alternatively,

I use the weighted share of greenbelt land between 10 and 25km as an instrument for traffic

density at i.

4.7.8 Standard errors

I obtain standard errors by bootstrapping this whole procedure 250 times. More specifically,

I begin by randomly selecting L MSOAs (with replacement) and, given this set of locations,

estimate each of the consecutive steps. In this way, I take into account that errors are correlated

between different equations.

5 Model parameters and counterfactuals

5.1 Structural parameters

Table 5 reports the estimated model parameters for different specifications. I first discuss the

estimated parameters related to commuting, then the parameters related to greenbelt restrictions

30I show in Appendix C.4 that my results are robust to omitting home location fixed effects.
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and amenities. Finally, I discuss the parameters capturing spillovers.

5.1.1 Commuting parameters

In columns (1)-(3) in Table 5, I do not instrument for travel time. I find a commuting semi-

elasticity for road travel κrd = κrdε = 0.0686. This is somewhat lower than Ahlfeldt et al. (2015)

because I use the actual travel time between i and j, rather than the free-flow travel time. I show

in Appendix C.1 that commuting time elasticity is approximately twice as strong when using

free-flow travel times. In Appendix C.3, I show that around 50% of utility ‘melts’ away with a

commute of 10 minutes by car and only 2% remains for a one-hour commute. This indicates that

workers strongly dislike commuting. For travel time by train, meanwhile, I find a semi-elasticity

of 0.043, which is somewhat lower than for car travel. An explanation for this may be that the

opportunity costs when travelling by train may be lower, because people can engage in other

activities while travelling (see Ohmori and Harata, 2009). The travel time elasticity for other

modes is low (κrd = 0.0121). I calculated travel time whilst assuming a speed of 10km over

the network. However, when workers use other travel modes (such as travelling by bus or by

bicycle), the travel time elasticity will be underestimated. In columns (4)-(9), I instrument for

travel times by Euclidean distance. This hardly influences the estimated parameters.

The commuting heterogeneity parameter ε̂ = 5.527 is very similar to that reported by Ahlfeldt

et al. (2015) and within the range provided by Eaton and Kortum (2002).

5.1.2 Greenbelt parameters

Let us now move to the parameters capturing greenbelt restrictions and amenities, which are of

primary interest.

When identifying the effect of greenbelt restrictions, I use different identification strategies. I

have obtained φ̂ using a regression of the log of the share of the built-up area on the share of

greenbelt land (see equation (32)). The reduction in land used for development due to greenbelts

is very large: column (1) suggests that a 10-percentage-point increase in greenbelt land leads to

a decrease in the share of built-up land of e−1.160×0.1 − 1 = 11%. This effect is similar in terms

of magnitude when compared to the reduced-form results on dwelling density (see Section 3.1).

The effects are stronger in areas that are in 1973 greenbelts (column (2)). If I keep only the areas

within 1km of an inner or outer greenbelt boundary in column (3), the reduction in the share of
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built-up land is 16.4% for a 10-percentage-point increase in greenbelt land.

I find in column (1) that the share of capital in construction costs µ̂ = 0.710. This value is close

to the value assumed in Ahlfeldt et al. (2015) and within the range provided by the literature,

which is between 0.5 and 0.75. It is slightly lower, though, than the value of 0.80 estimated

in Combes et al. (2016) for single-family houses in France. I believe it is reasonable that µ̂ is

somewhat higher in England than in France, as England is known for its stringent land-use

regulation and height restrictions (Hilber and Vermeulen, 2016; Dericks and Koster, 2021). This

implies that a higher share of the costs of construction will be paid to land.

To establish a valid estimate for µ, I use distance to the city centre as an instrument for floor

space prices, which may be problematic if the distance to the city centre is correlated to supply

conditions. In Appendix C.2.1, I show that the effect is robust when I control for soil conditions

and the share of construction workers in the area. Moreover, I relax the assumption of strict

exogeneity of the distance to the city centre instrument in Appendix C.2.2 so that part of the

effect of distance to the city centre may relate to supply conditions. The results are robust.

I also test for heterogeneity in µ in Appendix C.2.3 and investigate whether µ varies for

different levels of greenbelt land. Only for a very high share of greenbelt land (gi > 0.95)

in one’s own MSOA I do find that µ is somewhat lower. In line with this finding, when

only including greenbelts in 1973 in column (2), the estimate is lower (µ̂ = 0.563), albeit not

significantly different from the previous estimate. In 1973 greenbelts, there are few large towns,

while buildings are low and the share of greenbelt land is high. Hence, a higher share of

construction costs will be devoted to land. However, one may therefore be concerned that µ

is not representative of the whole of England. When only including areas within 1km of a

greenbelt border in columns (3), I find an estimate of µ̂ that is again close to 0.70.

I find a statistically significant residential amenity effect, denoted by ζ̂, which is robust across

specifications. The preferred estimate in column (3) suggests that amenities Ψi increase by 1.4%

when the share of greenbelt land increases by 10 percentage points. The decay parameter θ̂

indicates a relatively strong decay of greenbelt amenities. In Appendix C.3, I show that most

of the amenity effect attenuates within 1km, which is in line with the reduced-form results.

Although the effect attenuates quickly over distance, the estimates still imply that the majority
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of England’s residents benefit somewhat from greenbelt amenities.

5.1.3 Spillover parameters

I find that residential density has a negative effect. Doubling residential density implies a

reduction in amenities, Ψi, of approximately 1.5-4.5%. These estimates are very similar if I use

population density in 1931 as an instrument in columns (4)-(6) or use greenbelt land far away

as an instrument in columns (7)-(9). I believe the negative coefficient is intuitive as residents

may dislike living in higher densities, e.g. because people do not prefer to live in apartments

(Glaeser et al., 2008). Moreover, negative externalities, such as air pollution and crime, may be

higher in denser areas.

The estimates of agglomeration economies are in line with expectations. I find an agglomeration

elasticity γ̂ of 0.046. This is very close to the mean estimate (0.058) provided by Melo et al.

(2009). When instrumenting for agglomeration economies in columns (4)-(9), the estimates do

not materially change. The decay parameter δ̂ is 0.031, which implies that around 60% of the

productive effect of density disappears after a 30-minute drive (see Appendix C.3). After a

one-hour drive, 5% remains. The decay is weak compared to Arzaghi and Henderson (2008) and

Ahlfeldt et al. (2015). This makes sense as these studies identify productivity externalities within

cities, while this study takes into account the whole of England. Hence, one would expect the

decay to be less strong because, for example, input-output linkages are usually less important

over short distances within cities. Indeed, the estimate is comparably close to Rosenthal and

Strange (2008), who also use between-city variation in densities.31

I further estimate the parameter capturing congestion externalities, λ̂. The parameter indicates

that travel times increase by e0.1006 − 1 = 10.6% if traffic density on the road DM increases

by one standard deviation. In columns (4)-(6), I show that this coefficient is stronger when

addressing endogeneity concerns. This makes sense when infrastructure is constructed in places

where traffic density is higher, as this would imply shorter travel times. Consequently, I would

expect to find a (strong) underestimate if one does not instrument for traffic density. With the

historic instrument being based on the population in 1931, a one standard deviation increase in

DM implies an increase in congestion of 25%. When using the spatial instrument based on the

31If I fit the exponential decay function through Rosenthal and Strange’s preferred estimates, I obtain decay
parameters ranging from 0.027-0.064.
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TABLE 6 – RESULTS OF COUNTERFACTUAL ANALYSES

Scenario 1: Scenario 2: Scenario 3:

10% reduction in greenbelts No greenbelts Counterfactual greenbelts

(1) (2) (3)
PANEL A: Baseline

Change in expected utility (in %) -0.248 -1.375 0.319
Change in overall land rents (in %) 0.166 -2.932 4.137
Change in output (in %) -0.151 1.051 -1.103
Change in average floor space price (in %) -2.380 -7.407 6.839
Change in average wages net of commuting (in %) -0.117 -0.138 -0.142
Change in total developable land (in %) 8.804 54.480 -5.517
Change in total floor space (in %) 1.559 6.871 -3.274

PANEL B: No greenbelt amenities, ζ = 0

Change in expected utility (in %) 0.743 2.747 -0.714
Change in overall land rents (in %) 4.060 -0.318 7.370
Change in output (in %) 1.696 2.782 0.509
Change in average floor space price (in %) -1.619 -6.618 7.408
Change in average wages net of commuting (in %) -0.060 0.036 -0.115
Change in total developable land (in %) 8.804 54.480 -5.517
Change in total floor space (in %) 2.952 8.054 -2.197

Notes: I take the parameter values estimated in column (6), Table 5.

share of greenbelt land 10-25km, the impact is somewhere in between the baseline estimate and

the estimate with population density in 1931 as the instrument. I provide additional sensitivity

checks on λ̂ in Appendix C.4.

5.2 Counterfactual analyses and welfare — aggregate effects

Armed with the estimated structural parameters, I calculate counterfactual scenarios to investi-

gate changes in the provision of greenbelt land for workers and absentee landlords. I consider

the coefficients reported in column (6) of Table 5 to be the preferred estimates. I will show that

the results are similar when using parameters based on other specifications. The procedure to

obtain the counterfactual outcomes is described in Appendix D.1.

I consider 3 experiments: I first determine inner greenbelt boundaries and shift the boundary

approximately 800m outwards so that the total amount of greenbelt land is reduced by 10%.

In the second experiment, I remove all greenbelt land. In the third experiment, I increase the

size of greenbelts by constructing so-called counterfactual greenbelts around all major cities in

England.
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5.2.1 Counterfactual scenario 1

Let us first concentrate on a 10% reduction in greenbelt land. In Panel A, I show that the

equivalent income decrease is 0.25%. If one multiplies this with the median gross earnings and

the working population, this amounts to approximately a loss of £1.6 billion per year. There

are two effects counteracting each other here. First, a reduction in greenbelt land implies a

loss in the amenity value and therefore a loss in utility. At the same time, due to the easing of

restrictions on greenbelt land, floor space availability increases by 1.6%. This, in turn, leads to

lower floor space prices (−2.4%) and a higher utility. The fact that the overall utility of residents

decreases implies that the amenity effect of greenbelt land dominates the supply effect, albeit

marginally.

Note that the sign of the effect on aggregate land rents is a priori indeterminate. On the one

hand, a reduction in greenbelt land reduces the price per unit of floor space, leading to lower

land rents. But, on the other hand, more land becomes available for development. Because of

lower prices, residents consume more floor space, which then increases land rents. The latter

effect appears to dominate as total land rents increase, albeit with a very small amount (the

increase is 0.17%). Given a discount rate of 1.8% (see Bracke et al., 2018), a total amount of

developed land of 2km2, and a median land price of £461 per m2, the gain in land prices is equal

to only £27 million per year.32 Hence, the losses for workers are considerably larger compared

to the gains to absentee landlords. On top of that, homeowners only benefit slightly from higher

land prices as only 5% of the land is owned by homeowners; most of the benefits of greenbelts

accrue to other parties owning the land. Shrubsole (2019) shows that approximately 30% of

England’s land is owned by the aristocracy (which may even be an underestimate), 18% by

corporations, 17% by oligarchs and bankers, 17% is unaccounted for, and 8.5% is owned by the

public sector.

Finally, note that the sign of the effect of a reduction in greenbelt land on aggregate output

is also a priori unclear. On the one hand, travel times become longer because development

becomes less concentrated. Also, with lower densities, firms will benefit less from agglomeration

economies. Both of these effects imply a reduction in output. On the other hand, floor space

32I obtain data on estimated land prices for 326 local authorities from the Department for Communities and Local
Government from 2014. I deflate land prices to 2011 values using the consumer price index. The estimated total land
revenues at i are then given by piFi − rKi.
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prices drop, which in turn may increase output. I find that the output decreases slightly by

0.15% so the latter effect does not dominate.

5.2.2 Counterfactual scenario 2

In the second counterfactual, where I consider removing all greenbelt land, the effects are

somewhat amplified. The equivalent income increase of greenbelt policy is 1.4%. The total costs

for workers if greenbelts are removed are roughly £9 billion per year. The overall land rents

thus decrease by 2.9%, meaning the reduction in floor space prices dominates the increased

availability of developed land. The reduction in land prices is therefore equivalent to a total

loss in land prices of around £470 million per year.

Note further that the reduction in overall floor space prices is sizeable (7.4%). This number

seems realistic as Hilber and Vermeulen (2016) provide back-of-the-envelope calculations

showing that house prices would be reduced by 35% when all regulatory constraints are lifted.33

What are the exact sources of the welfare benefits of greenbelts? In Panel B in Table 6, I turn off

the amenity effect by restricting ζ = 0. Thus, removing greenbelts implies an equivalent income

increase to workers of 2.7%. Land revenues are now hardly affected, so without greenbelt

amenities, removing greenbelts would generate positive welfare effects because of overall

cheaper housing supply. I further test the sensitivity of the results with respect to the importance

of greenbelt amenities in Figure 2a. I show that the change in land rents monotonically increases

in ζ, while workers lose from the removal of greenbelts when ζ > 0.1. In other words, when

ζ > 0.1, the amenity effect exceeds the supply effect of greenbelts.

Whether greenbelts increase welfare also depends critically on the value of µ. I find in Figure

2b positive utility effects of greenbelts for workers when µ exceeds 0.55. With a high µ, it is

economical to build in higher densities in existing urban areas. Hence, the removal of greenbelts

mostly leads to a loss in amenities, while the supply effect is limited. On the other hand, with a

low µ, buildings are land-intensive and the removal of greenbelts will mean that the reduction

in floor space prices due to increased supply is more substantial. With respect to land rents,

a high µ means that the benefits of land are larger because building construction is capital

intensive. In sum, when µ is higher, it is easier to build taller, and therefore revenues per unit of

33Of course, greenbelt policy is an important example of a supply constraint, but it is definitely not the only one.
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(A) THE INTENSITY OF GREENBELT AMENITIES (B) THE SHARE OF CAPITAL IN CONSTRUCTION

(C) COMMUTING COSTS (D) SPILLOVERS

FIGURE 2 – NO GREENBELT SCENARIO FOR DIFFERENT PARAMETER VALUES
Notes: I estimate the effects using parameters estimated in column (6) in Table 5. The dashed lines indicate the baseline parameters.
I consider the scenario where all greenbelts are removed. In Figure 2c, commuting cost parameters {κrd,κrd,κrd} are multiplied
by the commuting cost ratio. In Figure 2d, I multiply spillover parameters {ψ̂, γ̂, λ̂}with the spillover ratio.

land increase.

Figure 2c shows that the size of commuting costs does not have much of an influence on the

aggregate welfare effects of greenbelts. I have studied the importance of spillovers in more

detail in Figure 2d. I then show the welfare effects of removing greenbelts for lower and higher

parameters capturing spillovers {ψ̂, γ̂, λ̂} than originally estimated. The welfare effects when

greenbelts are removed for different values of spillovers are hardly affected by the size of

the spillover parameters. Kline and Moretti (2014) show that agglomeration economies are

a localised market failure that, given their stylised model, cancels out in the aggregate when

the agglomeration elasticity is constant across space. Hence, agglomeration economies and

congestion do not exactly cancel out in my model, which explains why there is a tiny change in

welfare if spillovers are absent.

All in all, whether greenbelts generate positive welfare effects depends predominantly on the

interplay between the intensity of greenbelt amenities, ζ , and how easy it is to build, µ. I observe
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that with strong greenbelt amenities and a reasonably high share of capital in construction costs,

greenbelts are welfare improving.

5.2.3 Counterfactual scenario 3

Let us now turn back to Table 6. The third counterfactual scenario describes what would

happen if all major cities in England had greenbelts, which can be seen as a push towards

more environmentally-friendly urban planning. I explain the procedure to determine these

so-called counterfactual greenbelts in Appendix D.2. I observe in Table 6 that the equivalent

income change is approximately 0.3%, so the overall effect is small. Hence, it is unlikely that

adding more greenbelt land will lead to substantial positive welfare effects. Total land revenues

increase by approximately 4.3% because land becomes more scarce and therefore much more

expensive. Housing affordability thus strongly reduces as prices rise by 6.8%

I have explored the issue of increasing greenbelt land further by calculating utility and land

rents for different scenarios. Using the counterfactual cities as shown in Appendix D.2, I

consecutively increase the size of the greenbelt ‘doughnut’ around each city. Figure 3 shows that

expected utility is monotonically increasing in the share of greenbelt land in England, although

the utility gains are essentially flat beyond a share of greenbelt land that equals 30%. Land rents

are also monotonically increasing in the total amount of greenbelt land. I caution, however,

that for very high shares of greenbelt land, non-linear effects not taken into account in the

current model may become relevant. For example, accommodating all workers and residents in

currently existing cities may become prohibitively expensive.

In Appendix D.6, I provide a robustness analysis for these findings. First, I use the parameters

identified when using all MSOAs (see column (1) in Table 5) or when using locations in 1973

greenbelts, which leads to similar results. Second, because one may be concerned about the

identification strategies used to identify spillovers, I also estimate counterfactuals where I

borrow parameters from the literature, leaving the results essentially unaffected.

5.3 Counterfactual analyses and welfare — local effects

Although aggregate effects may seem modest, local effects are large in relative terms. I plot the

local effects of Scenario 2 (no greenbelts) in Figure 4.

In some locations, floor space prices drop substantially (Figure 4a). In former greenbelt areas,
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FIGURE 3 – INCREASING GREENBELT LAND
Notes: I estimate the effects using parameters estimated in column (6) in Table
5. Here, I calculate changes with respect to a situation where all greenbelts
are removed.

this price drop can be as high as 40%. A key reason why prices drop in greenbelts is the loss in

amenities. Outside greenbelts prices also drop substantially due to an increased supply of floor

space. For example, in cities like London, Manchester, and Birmingham, prices drop by 5-20%.

Given that England’s cities are known to be expensive (Hilber and Vermeulen, 2016), removing

greenbelt land seems to imply a substantial improvement in housing affordability. Wage effects

are considerably smaller on average (see Figure 4b). Wages decrease in Greater London because

of longer commutes, but the effects are small.

In Figure 4c I show that employment moves from city centres to former greenbelt areas. The

relative increases in employment range from 5-70%. This may seem large, but note that these

are relative differences. Because there were hardly any jobs in many former greenbelt areas

in the first place, the relative increase in jobs is large. However, absolute changes are smaller.

In Appendix D.3, it is shown that the absolute changes are relevant but are too small to

fundamentally change England’s urban structure.

For the residential population, the picture is somewhat similar (see Figure 4d). Because cities

and their surrounding areas are now considerably cheaper, residents prefer to live in and

around cities on former greenbelt land. At the same time, residents move into the inner cities

of London and Birmingham. There are two reasons why people are doing this. First, given

that production moves partly to former greenbelt areas, prices in city centres tend to be lower.

This makes it attractive for people to move into city centres (which in turn increases floor space
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(A) FLOOR SPACE PRICES, pi (B) WAGE NET OF COMMUTING COSTS, E[w̃i]

(C) WORKERS, HMi (D) RESIDENTIAL POPULATION, HRi

FIGURE 4 – COUNTERFACTUAL 2: NO GREENBELTS
Notes: I estimate the effects using parameters estimated in column (6) in Table 5. I consider the scenario where all greenbelts are
removed.
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prices again). Second, areas close to former greenbelt areas lose greenbelt amenities, which in

relative terms makes areas of central cities more attractive. One may be concerned that it is

very unlikely that city centres will accommodate many new residents because other restrictions,

such as height restrictions, floor-area restrictions, and restrictions on new buildings in historic

districts, may apply in central cities. However, when I plot the change in demand for floor

space, it appears that the total amount of floor space is roughly constant in inner cities, so it

is in actuality the space that lies empty due to firms moving to former greenbelt areas that is

occupied by residents.

In Appendix D.6, I also consider the local effects of the other scenarios (i.e. the 10% reduction

in greenbelts and the counterfactual greenbelts). The baseline mechanisms underlying the

predictions discussed above hold up.

In Appendix D.6, I further calculate correlations between predicted percentage effects of specifi-

cations with different parameters. I show that the bivariate correlations with predicted local

effects are mostly above 0.95; hence, the results are very similar. If I set amenities to zero, I

find that correlations with the baseline counterfactual values are somewhat lower. This is not

surprising given that greenbelt amenities play a pivotal role in explaining the local effects. Due

to the fact that in the absence of greenbelt amenities, locations do not become less attractive

when greenbelts are removed, I find that people move particularly to former greenbelt areas

where there is a greater availability of cheap floor space. By contrast, the bivariate correlations

with the predicted effects if I set spillovers to zero are very high, confirming that the main

results can be explained mostly by the presence of greenbelt amenities and the share of capital

in construction.

Interestingly, although commuting costs do not materially influence the aggregate effects, they

are important for changes in the residential population. With low commuting costs, the effects

of removing greenbelts are far more spread out, as residents can now commute long distances

without incurring high costs. Given the current level of commuting costs, commuter towns

like Milton Keynes, Reading, and Ashford are all relatively far away.34 For lower commuting

costs, commuter towns are more relevant but become partly obsolete when removing greenbelts

34For example, to travel from Milton Keynes, Reading, and Ashford to the City of London takes, respectively, 54
minutes, 56 minutes, and 63 minutes.
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because residents do not have to ‘leapfrog’ greenbelts anymore. This, in turn, will considerably

shorten commuting trips. With high commuting costs, the changes in residential population are

much more contained to the areas that were formerly designated as greenbelt land.

6 Conclusions
In this paper, I have investigated the economic effects of greenbelt policy that prohibit new

construction beyond a predefined boundary. I focus on England, where 13% of the land area is

designated greenbelt land. Greenbelts were constituted between the 1950s and 1970s – a time

when cities were much smaller – and have hardly changed ever since.

Using reduced-form regressions, I first establish that the restrictions implied by greenbelts are

binding: within greenbelts the density is more than 50% lower. Greenbelts also imply positive

amenity effects as measured by house prices. These effects are relatively local and are mostly

relevant within 500m. Still, given that approximately 27% of all dwellings in England lie within

500m of greenbelt land, many properties are affected by greenbelt amenities.

I proceed by setting up a general equilibrium model that takes into account the effects of

greenbelts on amenity values and housing supply. Moreover, I take into account commuting,

mode choice, congestion on the road, and agglomeration economies, all of which I show to be

empirically relevant.

A counterfactual analysis then shows that greenbelt policy increase the utility of workers: when

removing all greenbelts, the equivalent income decrease caused by greenbelts is roughly 1.5%,

which amounts to £10 billion a year. On the other hand, monetary gains accrue to absentee

landowners as total land revenues are around 1.3% higher. This amounts to £650 million per

year. When greenbelts are removed, property prices inside greenbelts drop by 20% or more, but

outside greenbelts prices also drop substantially due to an increased supply of floor space. For

example, in cities like London, Manchester, and Birmingham, prices drop by approximately

5-20%. Given that England’s cities are known to be expensive, removing greenbelt land seems

to imply a substantial improvement in housing affordability.

Hence, greenbelts seem to imply overall welfare gains but inevitably they worsen housing

affordability. The finding of positive welfare effects critically depends on the strength of
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greenbelt amenities, which may depend on the local context (such as the quality of provided

open space and cultural traits). Only when greenbelt amenities are strong enough, greenbelts

imply benefits to residents. Interestingly, agglomeration economies do not seem to play an

important role, which is in line with Kline and Moretti (2014), who argue that agglomeration

economies are a localised market failure that cancels out in the aggregate.
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Appendix A. Data and descriptives

A.1 An example of a greenbelt border

In Figure A1, I show an enlarged version of greenbelt land in the north of the Metropolitan

Greenbelt encompassing London. One may notice that greenbelt land is very patchy. Also,

beyond London’s suburbs one finds development preceding the designation of greenbelts. In the

identification strategy employed in the reduced-form analyses, I employ a border-discontinuity

design based on inner and outer greenbelt borders. I define these by looking at the border of

development with greenbelt land surrounding the most important cities in the greenbelt land.

Hence, inner greenbelt boundaries only surround the most important cities and not the small

towns and villages that are fully surrounded by greenbelt land.

A.2 Greenbelts in 1973

In Figure A2, I show approved and proposed greenbelt land in 1973. The approved greenbelts

surround London, Bristol, Leeds, Bradford, and Newcastle. Most of the approved and proposed

greenbelts are very similar to the current ones, as can be seen in Figure 1. Although not officially

approved until the early 1980s, stringent building regulations were typically already applied

FIGURE A1 – GREENBELT BORDERS AND GREENBELT LAND: A CLOSER LOOK
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FIGURE A2 – CONSIDERED AND APPROVED GREENBELTS IN 1973

to the proposed greenbelt land. The correlation between the current share of greenbelt land

and the share of approved and proposed greenbelt land in 1973 at the MSOA level is indeed

reasonably high (0.622). The most notable exception of considered greenbelt land that has not

been granted is a large area around Southampton. Part of that area is now the New Forest

National Park.

A.3 Developed land

To estimate the impact of greenbelts on land, I use data from Ordnance Survey (OS) on exact

polygons of all buildings in England. I plot these data in Figure A3. Only 2% of the land is

occupied by buildings, which is a lower bound of the total share of built-up land including

roads, parking lots, etc. (around 10%). The share of developed land is considerably lower in

greenbelts.

A2
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FIGURE A3 – BUILT-UP LAND IN GREAT BRITAIN

A.4 Commuting flows and travel times

Here I provide some additional information on the distributions of commuting flows from the

2011 Census per transport mode. First, I combine all commuting flows between all MSOAs

and calculate the free-flow travel time. Approximately 10% of the flows are within MSOAs so

that travel time is zero. One may further observe that flows above 90 minutes are rare. To be

more specific, only 1.6% of the flows take longer than 90 minutes (one-way), while the average

free-flow travel time is 15 minutes.

In the data, 66% of the flows are by road, 19% by rail, and 15% by other modes. For road travel

I observe that roughly 7% of the flows occur within an MSOA. Around 4% of the flows take

longer than 90 minutes, whereas for one-way commutes exceeding two hours this figure is 2.5%.

The average commuting time is 30 minutes, which seems realistic.

A3
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(A) ALL COMMUTING FLOWS (B) COMMUTING FLOWS BY ROAD

(C) COMMUTING FLOWS BY RAIL (D) COMMUTING FLOWS, OTHER TRAVEL MODE

FIGURE A4 – HISTOGRAMS OF COMMUTING GLOWS

For travel time by train and metro, I observe that approximately 2.3% of the flows occur within

an MSOA, which makes sense given that few people will take public transport for short-distance

trips. 7.3% of the flows take longer than 90 minutes, whereas for one-way commutes exceeding

two hours this figure is 4.7%. The average commuting time is 55 minutes, which also seems

realistic.

Furthermore, I plot the histogram for other travel modes (Figure A4d). I calculate the travel

time by assuming a speed of 10km over the road network. As ‘other modes’ include walking

and cycling, 33% of the people commute within their own MSOA. Still, because people may use

other modes of travel (such as working from home or taking a scooter), the average travel time

is 58 minutes.

Note that, when estimating the gravity models, I exclude flows between locations that have a

free-flow travel time exceeding 120 minutes. This implies that I exclude only 1% of commuters

by road, 1.1% of commuters by rail, and 1.2% of commuters by other modes.

In addition, I make some 100+ observations of travel times between randomly chosen MSOA-
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(A) FREE-FLOW TRAVEL TIME (B) TRAVEL TIME BY ROAD

(C) TRAVEL TIME BY RAIL (D) TRAVEL TIME BY OTHER TRAVEL MODE

FIGURE A5 – CALCULATED AND ACTUAL TRAVEL TIMES
Notes: The travel times are in minutes. Actual travel times are from Google and gathered on a typical Wednesday around noon.

pairs that are within 120 minutes’ drive (free-flow) of each other. Actual travel times are obtained

from Google on a typical Wednesday around noon. Despite the seemingly low number of

observations, the picture shown in Figure A5 is very clear: there is a very high correlation

between calculated travel times and actual travel times.

More specifically, in Figure A5a, I show the correlation between the calculated free-flow travel

time and actual travel time by road. The correlation is 0.940. However, the correlation is higher

(0.965) if I consider the travel time by road using speeds provided by the Department of

Transport. Especially for long trips, my calculated travel time seems to be somewhat higher,

but for shorter trips they are very close to each other. Fortunately, most commuting trips are

relatively short.35

In Figure A5c, I show the correlation between calculated travel time by rail and actual travel

time by public transport. It is shown that the correlation is somewhat lower (0.855), albeit still

very high. The reason why the correlation is somewhat lower is that I do not sufficiently take

35Note further that I obtained travel times at a time where little congestion is to be expected in the first place (i.e.
around noon)
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into account scheduling and interchanges in calculating the railway travel time.

Finally, the travel time by other travel modes and the travel time by bicycle are very highly

correlated (0.994). The implied bicycle speed is slightly above 10km/h (which is the average

speed assumed for other travel modes); hence, the calculated travel time is slightly above the

travel time by bicycle.
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Appendix B. Reduced-form effects

B.1 Housing characteristics and greenbelt land

First, I explore to what extent houses in and close to greenbelts are different. To this extent I

use the data on Energy Performance Certificates before I merge the data to the housing

transactions data from Land Registry, which produces almost 3 million more observations

(around 28%). I then focus on three housing characteristics: a dummy indicating whether a

property is in a flat, the house size, and the (predicted) energy consumption. I regress these

housing characteristics on the share of greenbelt land and use the same identification strategies

as before. I weigh the observations based on the inverse number of observations of the same

property in the data. The results are reported in Table B1.

As expected, the share of flats is considerably lower in greenbelts. Column (1) suggests a

reduction of 13 percentage points. Given a mean of 23%, this effect is considerable. In column

(2), where I only include postcodes in greenbelts that have been proposed or assigned in 1973,

I find a similar effect. However, when I only include postcodes within 1km of inner or outer

greenbelt borders, the effect is just −5.1 percentage points.

In columns (4)-(6), I focus on the effects on house size. The coefficients in columns (4) and

(5) imply that properties in greenbelts are around e0.212 − 1 = 23.6% larger, which is in line

with the previous result showing that properties are less often (typically smaller) apartment

units. Again, the effect of greenbelts on house size is considerably smaller when focusing on

properties within 1km of greenbelt borders.

Finally, in columns (7)-(9) of Table B1, I test the impact on the predicted energy consumption

of the property. I do not find economically meaningful effects (only in column (8) is the effect

statistically significant).

All in all, given that housing characteristics may be different between properties on and

outside greenbelt land, it is important to control for housing characteristics in the hedonic price

regressions. Still, please recall that in column (2) of Table 3 I show that the effect of greenbelt

land is hardly affected when including potentially relevant observable housing controls. To

the extent one is still concerned that unobservable housing characteristics can explain part of

the positive greenbelt effect, note that I also estimate specifications on either side of the inner or
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outer greenbelt borders (see columns (6) and (7) in Table 3).

B.2 Sensitivity analyses for reduced-form analyses

Here I report a wealth of additional sensitivity checks for the reduced-form analyses, whereby I

focus on the effects of greenbelts on housing density and house prices. I report coefficients for

each of the identification strategies: (i) include all observations, (ii) include only observations

in greenbelts in 1973, and (iii) focus on the boundary-discontinuity design based on locations

close to greenbelt borders.

B.2.1 Spatial extent of the greenbelt supply effect

I investigate whether greenbelt policy implies density effects beyond one’s own postcode. It

may, for example, be that overall city density is lower or cities surrounded by greenbelts may

allow for denser construction in the interior of the city. I re-estimate equation (1) but now

include the share of greenbelt land in 1000m distance bands. Column (1) in Table B2 shows that

there is a strong drop in housing supply in one’s own postcode, but effects beyond one’s own

postcode are small. For example, for the average share of greenbelt land between 1 and 2km,

the rise in density is just 0.18× 0.0836 = 1.5%, which is negligible. Any statistically significant

positive effects found in column (1) are not robust across specifications. If I keep areas in 1973

greenbelts, I again find a small effect between 1 and 2km, but this effect is considerably smaller

when applying the boundary-discontinuity design in columns (3) and (4). Hence, the results

in Table B2 provide evidence that greenbelts do not change the density beyond one’s own

postcode.

B.2.2 Omitted variable bias

I further aim to investigate whether omitted variable bias is important in measuring the amenity

effect. It is then informative to use coefficient movements after the inclusion of control variables

to investigate whether omitted variable bias is important. However, Oster (2019) argues that

coefficient movements alone are not a sufficient statistic to calculate the bias but that the variance

of the added control variables also matters. Oster (2019) then derives a GMM estimator to

correct estimates for omitted variable bias under the assumption that the relationship between

the variables of interest and unobservables can be recovered from the relationship between the

variables of interest and the observable control variables. In the current context, this makes
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TABLE B2 – DENSITY EFFECTS OF GREENBELTS
(Dependent variable: the number of dwellings in a postcode)

(1) (2) (3) (4)
Poisson Poisson Poisson Poisson

All Greenbelts Greenbelt Greenbelt

areas in 1973 border <5km border <2.5km

Share greenbelt land -0.7211*** -1.1903*** -0.9954*** -1.0110***
(0.0132) (0.0233) (0.0163) (0.0171)

Share greenbelt land 0-1000m 0.0157 0.0199 -0.0088 -0.0145
(0.0180) (0.0238) (0.0211) (0.0252)

Share greenbelt land 1000-2000m 0.0836*** 0.0634* 0.0386 0.0413
(0.0277) (0.0381) (0.0301) (0.0323)

Share greenbelt land 2000-3000m 0.0058 -0.0603 -0.0126 0.0449
(0.0374) (0.0558) (0.0404) (0.0443)

Share greenbelt land 3000-4000m 0.0665 0.0727 0.1033** 0.0841
(0.0459) (0.0651) (0.0488) (0.0548)

Share greenbelt land 4000-5000m 0.0825** -0.0043 -0.0255 -0.0018
(0.0391) (0.0582) (0.0436) (0.0485)

Area size of postcode (log) 0.1124*** 0.2732*** 0.2147*** 0.2256***
(0.0026) (0.0068) (0.0041) (0.0045)

Dwelling density Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes
Distance to the border No No Yes Yes
Local authority fixed effects Yes Yes Yes Yes

Number of observations 1,310,750 250,671 626,633 445,577
Bandwidth (km) ∞ ∞ 5 2.5
R2 0.0774 0.146 0.110 0.114
Notes: Distance to the city centre refers to a linear, squared and cubic term of distance to the
nearest city centre. Distance to the border refers to a linear and squared term of distance to
the nearest greenbelt border on either side of the greenbelt border. Column (2) includes obser-
vations in areas that are in greenbelts that were approved or considered in 1973. In columns
(3) I include transactions that are within 2km of a greenbelt border, which is reduced to
1km in column (4). Standard errors are clustered at the MSOA level and in parentheses. ***
p < 0.01, ** p < 0.05, * p < 0.10.

sense because control variables that are added likely bear some relationship to unobservables. I

add many housing controls to the regressions, which are likely to be correlated to unobservable

housing characteristics that may change discontinuously between properties on greenbelt land

and outside of greenbelts.

There are two key input parameters that must be determined. First, a parameter must be chosen

that determines the relative degree of selection on observed and unobserved variables, which

is denoted by Ξ. Despite this parameter being fundamentally unknown, Altonji et al. (2005)

and Oster (2019) show that Ξ = 1 is a reasonable upper-bound value. Second, there is the

maximum R2 from a hypothetical regression of prices on the share of greenbelt land, observable

and unobservable controls. R2
max = 1 is again a reasonable upper bound value.
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TABLE B3 – AMENITY EFFECTS OF GREENBELTS:
BIAS-ADJUSTED ESTIMATES

(Dependent variable: the log of house price per m2)
(1) (2) (3)

GMM GMM GMM

All Greenbelts Greenbelt

areas in 1973 border <1km

Share greenbelt land 0-500m 0.0682*** 0.0987*** 0.1091***
(0.0198) (0.0216) (0.0280)

Housing attributes Yes Yes Yes
Distance to the city centre Yes Yes Yes
Distance to the border No No Yes
Local authority fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes

Number of observations 10,070,791 1,952,693 3,331,788
Bandwidth (km) ∞ ∞ 1
Ξ 1 1 1
R2

max 1 1 1
Notes: Housing attributes include the log of house size, housing type dummies
(flat, terraced, semi-detached, detached), the number of rooms and the number of
habitable rooms, an indicator for newly built properties, the floor level of the prop-
erty, the height of the property, the number of stories of the building, whether the
property has a fire place, whether the property is freehold and variables capturing
the energy efficiency of windows, roof, walls. Distance to the city centre refers to
a linear, squared and cubic term of distance to the nearest city centre. Distance to
the border refers to a linear and squared term of distance to the nearest greenbelt
border on either side of the greenbelt border. Column (2) includes observations in ar-
eas that are in greenbelts that were approved or considered in 1973. In column
(3) I include transactions that are within 1km of a greenbelt boundary respectively.
Bootstrapped standard errors (250 replications) are clustered at the MSOA level
and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10

I then show the results of bias-adjusted estimates given Ξ = R2
max = 1 for the three identifica-

tion strategies used: using all observations, using observations in 1973 greenbelts, and using

observations within 1km of a greenbelt border.

Column (1) in Table B3 shows that the bias-adjusted estimate is considerably lower than the

comparable estimate in column (2) of Table 3. A 10% increase in greenbelt land now seems

to increase prices by just 0.68%. However, when I turn to the more believable identification

strategy based on the boundary discontinuity, I find that the bias-adjusted estimates are much

closer to the baseline estimates. In column (3), where I focus on properties within 1km of the

border, I find a bias-adjusted estimate of 0.109, while the comparable estimate in column (5),

Table 3 is 0.1239. Also note that, because R2
max and Ξ are upper-bound values, the differences

between bias-adjusted estimates and baseline OLS estimates are likely even smaller. This

provides additional evidence that the border-discontinuity approach successfully controls for
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TABLE B4 – AMENITY EFFECTS OF GREENBELTS: NON-LINEARITY
(Dependent variable: the log of house price per m2)

(1) (2) (3) (4)
OLS OLS OLS OLS

All Greenbelts Greenbelt Greenbelt

obs. in 1973 border <2km border <1km

Share greenbelt land 0-500m × 0.1346*** 0.1033*** 0.0764*** 0.0700**
(g̃i ≤ 0.2) (0.0174) (0.0230) (0.0241) (0.0289)

Share greenbelt land 0-500m × 0.1227*** 0.1003*** 0.0751*** 0.0677***
(0.2 < g̃i ≤ 0.4) (0.0120) (0.0150) (0.0172) (0.0219)

Share greenbelt land 0-500m × 0.1289*** 0.1063*** 0.0931*** 0.0847***
(0.4 < g̃i ≤ 0.6) (0.0097) (0.0123) (0.0137) (0.0174)

Share greenbelt land 0-500m × 0.1401*** 0.1233*** 0.1108*** 0.1017***
(0.6 < g̃i ≤ 0.8) (0.0088) (0.0111) (0.0123) (0.0155)

Share greenbelt land 0-500m × 0.1821*** 0.1646*** 0.1574*** 0.1451***
(g̃i > 0.8) (0.0093) (0.0111) (0.0134) (0.0175)

Housing attributes Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes
Distance to the border No No Yes Yes
Local authority fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes

Number of observations 10,069,771 1,952,358 3,331,326 2,172,119
Bandwidth (km) ∞ ∞ 2 1
R2 0.8721 0.8800 0.8732 0.8736
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced,
semi-detached, detached), the number of rooms and the number of habitable rooms, an indi-
cator for newly built properties, the floor level of the property, the height of the property, the
number of stories of the building, whether the property has a fire place, whether the property
is freehold and variables capturing the energy efficiency of windows, roof, walls. Distance to
the city centre refers to a linear, squared and cubic term of distance to the nearest city centre.
Distance to the border refers to a linear and squared term of distance to the nearest greenbelt
border on either side of the greenbelt border. Column (2) includes observations in areas that
are in greenbelts that were approved or considered in 1973. In columns (3) and (4) I include
transactions that are within 2 and 1km of a greenbelt boundary, respectively. Standard errors
are clustered at the MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

unobservable housing characteristics.

B.2.3 Non-linearity in the share of greenbelt land

Table B4 analyses non-linearity in the effects of greenbelt land on house prices. I interact the

share of greenbelt land within 500m with 5 dummies capturing the share of greenbelt land

within 500m in 5 discrete categories. The results indeed indicate that the marginal effect of

greenbelt land is increasing. For example, in the preferred specification in column (4), when the

share of greenbelt land is below 20%, a 10-percentage-point increase in greenbelt land increases

prices by 0.7%. However, when the share of greenbelt land within 500m exceeds 80%, the effect

more than doubles.
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TABLE B5 – AMENITY EFFECTS OF GREENBELTS: LAND-USE TYPES
(Dependent variable: the log of house price per m2)

(1) (2) (3) (4) (5)
OLS OLS OLS OLS OLS

+ Controls Greenbelts Greenbelt Outside Inside

and fixed effects in 1973 border <2km greenbelt area greenbelt area

Share greenbelt land 0-500m – 0.5537*** 0.4459*** 0.4704*** 0.4700*** 0.4171***
Golf courses (0.0606) (0.0692) (0.0707) (0.0841) (0.0974)

Share greenbelt land 0-500m – -0.0495 0.1074* -0.0542 -0.0565 -0.0287
Parks and recreational grounds (0.0456) (0.0554) (0.0524) (0.0595) (0.0966)

Share greenbelt land 0-500m – 0.2292*** 0.1652*** 0.1449*** 0.1031** 0.1830***
Farms (0.0204) (0.0239) (0.0279) (0.0415) (0.0282)

Share greenbelt land 0-500m – 0.2747*** 0.2584*** 0.1911*** 0.0647 0.2012***
Meadows (0.0515) (0.0515) (0.0551) (0.0732) (0.0615)

Share greenbelt land 0-500m – 0.1189*** 0.1327*** 0.0128 -0.1190 0.1947***
Forests (0.0421) (0.0427) (0.0547) (0.0735) (0.0623)

Share greenbelt land 0-500m – 0.2365*** 0.1463*** 0.1262*** 0.0615** 0.1232***
Other (0.0157) (0.0205) (0.0202) (0.0311) (0.0239)

Housing attributes Yes Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes Yes
Distance to the border No No Yes Yes Yes
Local authority fixed effects Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes

Number of observations 10,070,791 1,952,693 3,331,788 2,858,590 473,194
Bandwidth (km) ∞ ∞ 2 2 2
R2 0.7765 0.7913 0.7691 0.7695 0.7897
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced, semi-detached,
detached), the number of rooms and the number of habitable rooms, an indicator for newly built properties, the
floor level of the property, the height of the property, the number of stories of the building, whether the property
has a fire place, whether the property is freehold and variables capturing the energy efficiency of windows, roof,
walls. Distance to the city centre refers to a linear, squared and cubic term of distance to the nearest city centre.
Distance to the border refers to a linear and squared term of distance to the nearest greenbelt border on either
side of the greenbelt border. Column (2) includes observations in areas that are in greenbelts that were approved
or considered in 1973. In columns (3)-(5) I include transactions that are within 2km of a greenbelt boundary
respectively. Columns (4) and (5) include properties outside and inside greenbelt areas, respectively. Standard
errors are clustered at the MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10

B.2.4 Types of greenbelt land

I start by reporting the amenity effects of greenbelts broken down into different land-use

categories in Table B5. Using data from OpenStreetMap, I distinguish between greenbelt land

used for the following: golf courses; parks and recreational grounds; farms; meadows, grass,

and heath; forests; and other. High-end recreation purposes, such as golfing, increase house

prices substantially. A 10-percentage-point increase in greenbelt land used for golf courses

increases house prices by 4-5%.

Perhaps surprisingly, the effects of greenbelt land classified as parks and recreation grounds

are mostly statistically insignificant. My interpretation is that the demand for public parks in

suburbs and beyond is lower than in inner cities because most properties are terraced, semi-
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detached, or detached homes with private gardens. Hence, parks and recreation grounds may

even imply negative external effects because of noise and visual pollution, particularly in the

case of sports fields. Still, note that the relatively large confidence bands do not exclude positive

effects.

The effects of greenbelt land classified as farms, meadows, and other are generally positive and

are, in terms of magnitude, comparable to the baseline results. By contrast, the effect of forested

greenbelt land is not very clear. For identification strategies based on all observations and 1973

greenbelts (columns (1) and (2), respectively), I find positive effects, whereas the effects are

statistically insignificant for the boundary-discontinuity approach. On the other hand, if I only

include properties inside greenbelt areas, I find a positive effect again. This may suggest that

particularly for forested land, small patches are hardly price increasing. Only when properties

are mostly surrounded by forested greenbelt land (as is more likely inside greenbelt areas) the

effect of forested greenbelt land is potentially positive. Overall, my results are in line with

existing evidence showing that open land is valued higher by residents than forested land

(Irwin 2002, Montgomery 2015, pp. 114-115).

B.2.5 Detailed fixed effects

Table B6 investigates whether the detail of the fixed effects impacts the results. Instead of 326

local authority fixed effects, I include 159, 867 output area fixed effects to capture sorting effects

related to greenbelts and to further address omitted variable bias. Recall that output areas are

the lowest geographical level at which Census estimates are provided; the median size of an

OA is only 6.6ha. Fortunately, this leads to very similar results. In columns (1)-(3) I find that the

effects on housing density are very similar, as the reduction in dwellings when a postcode is in

a greenbelt is around 60%.

In columns (4)-(6) I find that increasing the share of greenbelt land by 10 percentage points

increases prices by 1.5%, which is essentially the same as the baseline results reported in Table 3.

Hence, this increases the belief that my identification strategies indeed identify a causal amenity

effect of greenbelts, as unobserved locational endowments (here captured by the detailed fixed

effects) seem to be uncorrelated to the share of greenbelt land within 500m.
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TABLE B6 – SUPPLY AND AMENITY EFFECTS OF GREENBELTS: DETAILED FIXED EFFECTS

Dependent variable: the number of dwellings in a postcode Dependent variable: the log of house price per m2

(1) (2) (3) (4) (5) (6)
Poisson Poisson Poisson OLS OLS OLS

All Greenbelts Greenbelt All Greenbelts Greenbelt

obs. in 1973 border <1km obs. in 1973 border <1km

Share greenbelt land 0-500m 0.1544*** 0.1427*** 0.1244***
(0.0084) (0.0106) (0.0145)

Share greenbelt land -0.9402*** -1.2719*** -1.1607***
(0.0112) (0.0182) (0.0198)

Area size of postcode (log) 0.3210*** 0.4331*** 0.4225***
(0.0024) (0.0050) (0.0047)

Housing attributes No No No Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes Yes Yes
Distance to the border No No Yes No No Yes
Output area fixed effects Yes Yes Yes Yes Yes Yes
Year fixed effects No No No Yes Yes Yes

Number of observations 1,309,635 249,542 253,914 10,069,771 1,952,358 2,172,119
Bandwidth (km) ∞ ∞ 1 ∞ ∞ 1
R2 0.8721 0.8800 0.8736
Pseudo-R2 0.355 0.374 0.362
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced, semi-detached, detached),
the number of rooms and the number of habitable rooms, an indicator for newly built properties, the floor level of the
property, the height of the property, the number of stories of the building, whether the property has a fire place, whether
the property is freehold and variables capturing the energy efficiency of windows, roof, walls. Distance to the city centre
refers to a linear, squared and cubic term of distance to the nearest city centre. Distance to the border refers to a linear
and squared term of distance to the nearest greenbelt border on either side of the greenbelt border. Columns (2) and (5)
include observations in areas that are in greenbelts that were approved or considered in 1973. In columns (3) and (6) I
include transactions that are within 1km of a greenbelt boundary. Standard errors are clustered at the MSOA level and in
parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

B.2.6 Reducing the bandwidth

I further investigate robustness by improving on the boundary-discontinuity design by restrict-

ing the bandwidth to just 100m on both sides of the greenbelt border. This reduces the number

of observations by approximately 95%. Given that, locally, there may be some measurement

error in the greenbelt border, I expect the results to be somewhat smaller. Indeed, columns (1)

and (2) indicate that when a postcode is fully designated as greenbelt land, the reduction in

housing density is around 50%. Column (3)-(5) indicate that prices increase by roughly 0.5-0.7%

for every 10-percentage-point increase in the share of greenbelt land within 500m. However,

particularly in column (5), the coefficient is too imprecise to draw strong conclusions. Still, I

believe that these results confirm the presence of strong supply and amenity effects caused by

greenbelt policy.
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TABLE B7 – SUPPLY AND AMENITY EFFECTS OF GREENBELTS:
WITHIN 100M OF THE BORDER

Dependent variable: Dependent variable:

the number of dwellings in a postcode the log of house price per m2

(1) (2) (3) (4) (5)
Poisson Poisson OLS OLS OLS

Greenbelt Inside Greenbelt Outside Inside

border <0.1km greenbelt area border <0.1km greenbelt area greenbelt area

Share greenbelt land 0-500m 0.0680*** 0.0461** 0.0708
(0.0212) (0.0225) (0.0537)

Share greenbelt land -0.6198*** -0.7603***
(0.0208) (0.0681)

Area size of postcode (log) 0.1569*** 0.0665***
(0.0063) (0.0098)

Housing attributes No No Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes Yes
Distance to the border Yes Yes Yes Yes Yes
Local authority fixed effects Yes Yes Yes Yes Yes
Year fixed effects No No Yes Yes Yes

Number of observations 64,990 8,199 519,894 498,025 21,864
Bandwidth (km) 0.1 0.1 0.1 0.1 0.1
R2 0.7706 0.7736 0.7525
Pseudo-R2 0.0945 0.0831
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced, semi-
detached, detached), the number of rooms and the number of habitable rooms, an indicator for newly
built properties, the floor level of the property, the height of the property, the number of stories of the
building, whether the property has a fire place, whether the property is freehold and variables capturing
the energy efficiency of windows, roof, walls. Distance to the city centre refers to a linear, squared and
cubic term of distance to the nearest city centre. Distance to the border refers to a linear and squared term
of distance to the nearest greenbelt border on either side of the greenbelt border. I include transactions that are
within 100m of a greenbelt boundary. Columns (2) and (5) include properties inside greenbelt areas, while
column (4) includes observations outside greenbelt areas. Standard errors are clustered at the MSOA level
and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10

B.2.7 Sample selections

In columns (1)-(3) of Table B8, I only include observations in 2011. As the structural estimation

results will rely on Census data from 2011, I want to ensure that amenity effects are roughly

the same over time. I find evidence for this: the results relying solely on housing transactions in

2011 are not materially different from the baseline reduced-form estimates on prices.

Columns (4)-(6) of Table B8 only include flats. As single-family homes are overrepresented in

the data, it may be that the overall estimates are biased. However, I show that the results for

apartments are essentially the same.

B.2.8 The spatial distribution of sales

One may be concerned that the spatial distribution of sales is not random and correlated to the

share of greenbelt land. For example, houses in greenbelts in particular may stay in the family
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TABLE B8 – AMENITY EFFECTS OF GREENBELTS: DATA FROM 2011 AND FLATS
(Dependent variable: the log of house price per m2)

Data from 2011 only Only flats

(1) (2) (3) (4) (5) (6)
OLS OLS OLS OLS OLS OLS

All Greenbelts Greenbelt All Greenbelts Greenbelt

obs. in 1973 border <1km obs. in 1973 border <1km

Share greenbelt land 0-500m 0.2072*** 0.1604*** 0.1602*** 0.1674*** 0.1549*** 0.1570***
(0.0104) (0.0134) (0.0128) (0.0133) (0.0195) (0.0208)

Housing attributes Yes Yes Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes Yes Yes
Distance to the border No No Yes No No Yes
Local authority fixed effects Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes

Number of observations 360,591 71,581 79,413 320,573 61,657 59,741
Bandwidth (km) ∞ ∞ 1 ∞ ∞ 1
R2 0.6535 0.6739 0.6265 0.6211 0.6183 0.6311
Notes: Housing attributes include the log of house size, housing type dummies (flat, terraced, semi-detached,
detached), the number of rooms and the number of habitable rooms, an indicator for newly built properties, the
floor level of the property, the height of the property, the number of stories of the building, whether the property
has a fire place, whether the property is freehold and variables capturing the energy efficiency of windows, roof,
walls. Distance to the city centre refers to a linear, squared and cubic term of distance to the nearest city centre.
Distance to the border refers to a linear and squared term of distance to the nearest greenbelt border on either side
of the greenbelt border. Columns (2) and (5) include observations in areas that are in greenbelts that were approved
or considered in 1973. In columns (3) and (6) I include transactions that are within 1km of a greenbelt boundary.
Standard errors are clustered at the MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

or are passed through inheritance, and hence are not traded on the market. This would lead to

a lower number of sales per dwelling in postcodes in greenbelts.

I therefore calculate the total number of sales from the Land Registry between 1995 and 2017 in

each postcode, which I then divide by the total number of dwellings in 2011. I then estimate

a similar set of regressions as before but take the relative number of sales as the dependent

variable. The results are reported in Table B9

Column (1) shows that there is indeed a small negative effect of the share of greenbelt land in a

postcode on the relative number of sales. However, the effect is economically small (i.e. given a

mean of 0.391, the effect is only 2.6%) and only significant at the 5% level. In column (2), where

only postcodes in approved or proposed greenbelt land in 1973 are considered, the effect is

essentially zero. In column (3) of Table B9, I exploit variation around greenbelt borders. The

coefficient is again negative, but once I reduce the distance to greenbelt borders to 1km, the

effect is again small and statistically insignificant. Hence, the issue of non-random sales does

not seem to play a major role.
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TABLE B9 – SUPPLY EFFECTS OF GREENBELTS: SALES PER DWELLING
(Dependent variable: number of transactions / number of dwellings)

(1) (2) (3) (4)
OLS OLS OLS OLS

All Greenbelts Greenbelt Greenbelt

areas in 1973 border <2km border <1km

Share greenbelt land -0.0103** -0.0035 -0.0196** -0.0086
(0.0048) (0.0082) (0.0081) (0.0091)

Area size of postcode (log) -0.0624*** -0.0503*** -0.0473*** -0.0465***
(0.0011) (0.0023) (0.0023) (0.0026)

Dwelling density Yes Yes Yes Yes
Distance to the city centre Yes Yes Yes Yes
Distance to the border No No Yes Yes
Local authority fixed effects Yes Yes Yes Yes

Number of observations 1,205,114 233,504 363,456 238,391
Bandwidth (km) ∞ ∞ 2 1
R2 0.0613 0.0598 0.0451 0.0440
Notes: I calculate the total number of sales between 1995 and 2017 in each postcode. The
number of dwellings is from 2011. Dwelling density refers a linear, squared and cubic
term of the log of dwelling density. Similarly, distance to the city centre refers to a linear,
squared and cubic term of distance to the nearest city centre. Distance to the border refers
to a linear and squared term of distance to the nearest greenbelt border on either side of the
greenbelt border. Column (2) includes observations in areas that are in greenbelts that were
approved or considered in 1973. In columns (3) I include transactions that are within 2km
of a greenbelt border, which is reduced to 1km in column (4). Standard errors are clustered
at the MSOA level and in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

B.3 Greenbelts and air pollution

It has been argued that greenbelts may also reduce air pollution in cities (Yang and Jinxing,

2007). If this is indeed the case, it may be that amenity levels are also influenced further away

from a greenbelt. I test this more explicitly by using data on two sources of pollution: particulate

matter (PM10) and nitrogen oxide (NOx). I gather data from the UK National Atmospheric

Emissions Inventory for 2016, which modelled air pollution in great detail using a 1km

grid. Note that greenbelts can influence pollution in various ways. First, trees and wetlands

can absorb PM10 and NOx (Powe and Willis, 2004). As greenbelts likely have more trees, this

may lead to local reductions in PM10. Second, greenbelts further imply that there is more land

available for agricultural activities. The latter are associated with emissions of PM10 and NOx

(Bontemps et al., 2008; Pattey and Qiu, 2012).

As a dependent variable, I take the log of one of the sources of pollution and estimate regressions

B12

UK
National
Atmospheric
Emissions
Inventory


TABLE B10 – GREENBELTS AND POLLUTION: PARTICULATE MATTER
(Dependent variable: the log of PM10)

(1) (2) (3) (4) (5)
OLS OLS OLS OLS OLS

+ Controls Greenbelts Greenbelt Greenbelt

and fixed effects in 1973 border <2km border <1km

Share greenbelt land -1.3581*** -0.2277*** -0.2814*** -0.3631*** -0.4214***
(0.0525) (0.0390) (0.0619) (0.0628) (0.0844)

Share greenbelt land 0-2500m -1.0188*** -0.0072 0.1245 -0.0170 0.1357
(0.1192) (0.0870) (0.1325) (0.1315) (0.1752)

Share greenbelt land 2500-5000m 1.6690*** -0.0877 -0.1958* -0.0552 -0.1273
(0.0662) (0.0605) (0.0999) (0.0944) (0.1308)

Dwellings per ha (log) 0.5713*** 0.5390*** 0.5299*** 0.4942***
(0.0073) (0.0178) (0.0215) (0.0333)

Dwellings per ha 0-2500m (log) 0.1498*** 0.1817*** 0.1602*** 0.1944***
(0.0180) (0.0323) (0.0356) (0.0476)

Dwellings per ha 2500-5000m (log) -0.0211 -0.0517 -0.0513 -0.0801
(0.0192) (0.0326) (0.0373) (0.0530)

Distance to the city centre No Yes Yes Yes Yes
Local authority fixed effects No Yes Yes Yes Yes

Number of observations 6,791 6,789 2,252 2,140 1,374
R2 0.1271 0.8644 0.8050 0.7809 0.7411
Notes: Distance to the city centre controls for a linear, squared and cubic term of distance to the nearest city centre.
Column (3) includes observations in areas that are for more than 90% in proposed or approved greenbelts in 1973.
In columns (4) and (5) I include transactions that are within 2km or 1km of a greenbelt boundary respectively.
Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

of the following form:

log pi = χ1gi +
∑
B

χgBgiB + χ2 log

(
di
Li

)
+
∑
B

χdB

(
diB
LiB

)
+ χ3mi +$i∈A + εi. (B.1)

where pi denotes pollution and χ1, χgB ∀B, χ2, χdB ∀B, χ3, and $i∈A are parameters to be

estimated. I include 2.5km distance bands capturing the share of greenbelt land, as pollution in

a certain location may be influenced by other locations. I control for the density of dwellings

in each band. I report results in Table B10 for particulate matter and in Table B11 for nitrogen

oxide.

I show in column (1) of Table B10 that the share of greenbelt land in one’s own MSOA is

negatively associated with the concentration of particulate matter. Further away, I find a

negative coefficient for greenbelt land between 0 and 2.5km and a positive coefficient for

greenbelt land between 2.5 and 5km, which is relatively challenging to interpret. I therefore

include dwelling density, a flexible function of distance to the nearest city centre, and local

authority fixed effects in the next specification. Column (2) does still find an effect of greenbelt
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TABLE B11 – GREENBELTS AND POLLUTION: NITROGEN OXIDE
(Dependent variable: the log of NOx)

(1) (2) (3) (4) (5)
OLS OLS OLS OLS OLS

+ Controls Greenbelts Greenbelt Greenbelt

and fixed effects in 1973 border <2km border <1km

Share greenbelt land -0.7323*** -0.0457 -0.3378*** -0.4625*** -0.5167***
(0.0639) (0.0609) (0.0948) (0.0991) (0.1349)

Share greenbelt land 0-2500m -1.3465*** 0.0696 0.5478*** 0.1736 0.1857
(0.1398) (0.1358) (0.2098) (0.2079) (0.2897)

Share greenbelt land 2500-5000m 1.6845*** -0.1669* -0.1738 0.0762 0.0673
(0.0757) (0.0945) (0.1529) (0.1519) (0.2114)

Dwellings per ha (log) 0.3751*** 0.2450*** 0.1691*** 0.1217**
(0.0108) (0.0270) (0.0328) (0.0508)

Dwellings per ha 0-2500m (log) 0.2902*** 0.3682*** 0.3494*** 0.3460***
(0.0257) (0.0511) (0.0581) (0.0779)

Dwellings per ha 2500-5000m (log) -0.0319 -0.0450 -0.1311** -0.1147
(0.0269) (0.0509) (0.0606) (0.0842)

Distance to the city centre No Yes Yes Yes Yes
Local authority fixed effects No Yes Yes Yes Yes

Number of observations 6,791 6,789 2,252 2,140 1,374
R2 0.0705 0.6957 0.5342 0.4867 0.4464
Notes: Distance to the city centre controls for a linear, squared and cubic term of distance to the nearest city centre.
Column (3) includes observations in areas that are for more than 90% in proposed or approved greenbelts in 1973.
In columns (4) and (5) I include transactions that are within 2km or 1km of a greenbelt boundary respectively.
Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.

land on the concentration of particulate matter inside the MSOA. The coefficient implies that

particulate matter is reduced by 2.3% for a 10-percentage-point increase in the share of greenbelt

land. Outside one’s own MSOA, I do not find statistically significant effects. Note that dwelling

density, unsurprisingly, leads to an increase in PM10 (the elasticity is around 0.5). Also, dwelling

density outside the MSOA impacts pollution in one’s own MSOA. These results are confirmed

in column (3), where I focus on areas in greenbelts in 1973, except that I also observe effects

beyond 2500m. This is likely a Type I error, as there are very few areas that are inside greenbelts

in 1973 but are far away from current greenbelts. When I only exploit local variation in pollution

in columns (4) and (5), I confirm that inside greenbelts the concentration of PM10 is lower, but

there is no effect of greenbelt land beyond one’s own MSOA.

In Table B11 I report the results for nitrogen oxide. In areas with a high concentration of motor

vehicle traffic, such as in and around large cities, nitrogen oxides emitted can be an important

source of air pollution, as NOx is mostly produced from the reaction between nitrogen and

oxygen during the combustion of fuels. Column (1) shows that the concentration of nitrogen
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oxides inside greenbelts is lower, but, again, I find both positive and negative coefficients

beyond one’s own MSOA. Including local authority fixed effects solves the issue (column (2)).

Once more, in line with the results found for PM10, I find that coefficients are insignificant

beyond one’s own MSOA, confirming the conclusion that, if anything, the impact of greenbelts

on pollution is local and is therefore absorbed in revealed amenity levels.
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Appendix C. Structural model
In this Appendix, I undertake a wide range of additional analyses to support the identification of

structural parameters reported in Table 5. In Appendix C.1, I focus on the parameters estimated

in the gravity model. In Appendix C.2, I demonstrate the robustness of the parameter that

measures the capital cost share in construction. Appendix C.3 shows how quick net utility,

productivity, and greenbelt amenities attenuate given the implied decay parameters, followed

by commuting congestion models in Appendix C.4

C.1 Gravity models

In Table C1 I report the results of several commuting gravity models identifying the commuting

time elasticity, κm.

I start with the baseline commuting gravity model with free-flow travel time on the road with

residence and workplace location fixed effects. I estimate the model using Pseudo-Maximum

Likelihood Poisson regressions. I find a (semi-)elasticity of −0.128, indicating that when

commuting time increases by 1 minute, the number of commuters changes by e−0.128 − 1 =

−12%. The elasticity is very similar to that indicated by Ahlfeldt et al. (2015), who use travel

time by public transport and find an elasticity of approximately 0.1.

Note that in the main analyses I rely on actual travel time between i and j, rather than the

free-flow travel time. I show in column (2) that this matters: the elasticity when using actual

travel times is reduced by almost 50%. This is because travel times are actually longer, so people

are less sensitive to longer commutes than free-flow travel times might suggest.

One may argue that travel times are endogenous. On the one hand, commuting times are longer

on links where there are many commuters, leading to longer travel times. On the other hand,

as busy links with lots of commuters may attract infrastructure investments, leading to lower

travel times. As an instrument for commuting times, I use the Euclidean distance. Because

a Poisson model is a non-linear model, I cannot employ 2SLS. Alternatively, I use a control

function approach where the first-stage error is inserted as a control variable in the second stage.

This leads to a very similar effect as that seen in column (3). The first-stage error appears to

be statistically significant, suggesting that endogeneity is relevant. However, the travel time

elasticity is hardly affected and is essentially the same as that in the baseline specification.
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In column (4), I reduce the maximum commute in the data from 120 to 60 minutes free-flow

travel time. This reduces the number of location pairs by almost 65%. The coefficient is slightly

higher: when commuting time increases by 1 minute, the number of commuters decreases by

9.4%. The elasticity is slightly higher when restricting the commuting time because around 3%

of the commuters that are not particularly sensitive to travel time are excluded.

I repeat the latter three specifications for travel by train and metro in columns (4)-(6) and other

modes in columns (7)-(9) in Table C1. I find a lower semi-elasticity for travel time by rail, which

is in line with the idea that commuters can engage in other activities (e.g. reading, working,

listening to music) while travelling, making them less sensitive to travel time (see Ohmori and

Harata, 2009). The semi-elasticity for other modes is low, which is possibly because I have to

group transport modes that may be quite different (e.g. walking, working from home, and

taking a scooter). I assume a speed on the network of 10km per hour, but this may be too

low for some transport modes, leading to a relatively low semi-elasticity. Because the share of

commuters using other modes is not large (around 15%), the size of the semi-elasticity does not

materially influence the results.

C.2 Capital cost share in construction

C.2.1 Sensitivity of µ

The capital cost share in construction, µ, is obtained through a regression of total floor space

consumption on floor space prices as stipulated in equation (33). Table C2 reports the results.

Column (1) shows a naive regression of the log of the ratio of built-up land over all land on

floor space prices. Reverse causality thwarts a causal interpretation of this coefficient. I find a

counter-intuitive negative µ, implying that lower floor space prices are associated with a higher

share of built-up area (meaning more supply of floor space).

Column (2) then instruments for floor space by the distance to the city centre. The idea here

is that closer to the city centre, commutes are shorter and agglomeration economies are more

pronounced so that prices are higher, which makes the prospect of constructing taller buildings

seem more attractive (Alonso, 1964; Muth, 1969; Mills and Lubuele, 1997). The first-stage results

in Table C3 confirm this hypothesis: when the distance to the nearest city centre increases,

the price decreases. Although the second-order term is positive, the marginal effect is always
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TABLE C2 – SHARE OF CAPITAL IN CONSTRUCTION COSTS
(Dependent variable: the log of the ratio of built-up land over all land in i)

OLS
Instrument + soil, Greenbelts Greenbelt + county Temperature

for prices controls in 1973 border <1km fixed effects instruments

(1) (2) (3) (4) (5) (6) (7)

Share of construction -0.4549*** 0.6647*** 0.7096*** 0.5627*** 0.7018*** 0.7131*** 0.7067
costs in capital, µ (0.0430) (0.0158) (0.0149) (0.0816) (0.1073) (0.0281) (0.4520)

Supply condition variables No No Yes Yes Yes Yes Yes
County fixed effects No No No No No Yes No
Greenbelt-by-government Yes Yes Yes Yes Yes Yes Yesregion fixed effects

Number of areas 6,791 6,791 6,791 1,019 1,348 6,791 6,791
R2 0.373
Kleibergen-Paap F-statistic 251.96 203.47 33.23 16.42 66.69 14.66
Notes: Bold indicates instrumented. The instrument for prices is the distance to the city centre and distance to the city centre
squared. Soil condition variables include the log of elevation, the thickness of the sediment layer, the share of accessible
bedrock, and the share of workers in the construction sector. We estimate the parameters using data at the Mid-layer Super
Output Area (MSOA). Standard errors are bootstrapped (250 replications) and in parentheses; *** p < 0.01, ** p < 0.5, *
p < 0.10.

TABLE C3 – SHARE OF CAPITAL IN CONSTRUCTION, FIRST-STAGE RESULTS
(Dependent variable: the log of floor space price in i)

+ soil, Greenbelts Greenbelt + county Temperature

controls in 1973 border <1km fixed effects instruments

(1) (2) (3) (4) (5) (6)

Distance to the nearest -0.00525*** -0.00453*** -0.00592* 0.00047 -0.00437***
city centre (in km) (0.00027) (0.00027) (0.00360) (0.00231) (0.00040)

(Distance to the nearest 0.00002*** 0.00002*** -0.00001 -0.00008** 0.00001***
city centre (in km))2 (0.000001) (0.000001) (0.000052) (0.000038) (0.000002)

January temperature (log) -0.20151***
(0.04947)

July temperature (log) 0.63370***
(0.16495)

Supply condition variables No Yes Yes Yes Yes Yes
County fixed effects No No No No Yes No
Greenbelt-by-government Yes Yes Yes Yes Yes Yesregion fixed effects

Number of areas 6,791 6,791 1,019 1,348 6,791 6,791
R2 0.687 0.708 0.753 0.690 0.817 0.693
Notes: Soil condition variables include the log of elevation, the thickness of the sediment layer, the share of accessible
bedrock, and the share of workers in the construction sector. We estimate the parameters using data at the Mid-layer
Super Output Area (MSOA). Standard errors are bootstrapped (250 replications) and in parentheses; *** p < 0.01, **
p < 0.5, * p < 0.10.

negative for the distance to the city centre observed in the data. A 1km increase in distance to

the city centre reduces prices by around 0.5%.

Going back to column (2) in Table C2, I find that µ̂ = 0.665. This implies that floor space prices

have a positive effect on the ratio of floor space supply to total developed land. The reason
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for this is that when floor space prices increase, according to the first-order condition (21), the

amount of capital should increase, which in turn increases the ratio of floor space to developed

land.36

When I control for potential supply conditions in column (3) µ̂ is somewhat higher (µ̂ = 0.710).

This value is close to the value assumed in Ahlfeldt et al. (2015) and within the range provided

by the literature, which is between 0.5 and 0.75, but it is slightly lower than the value of 0.80

estimated in Combes et al. (2016) for single-family houses in France. It is not surprising that

µ̂ is slightly higher in England than in France, as England is known for its stringent land-use

regulation and height restrictions (Hilber and Vermeulen, 2016; Dericks and Koster, 2021). This

will imply that a higher share of the costs of construction will be paid to land.

When I consider selections of samples, e.g. by selecting areas in greenbelts in 1973, or when

areas are within 1km of a greenbelt border, the instrument is much less strong (see columns (4)

and (5) in Table C2). When considering MSOAs in greenbelts in 1973, the estimate is slightly

lower (µ̂ = 0.563), albeit not statistically significantly different from the previous estimate. In

1973 greenbelts, there are few large towns and buildings are low. Hence, a higher share of

construction costs will be devoted to land. When only considering areas within 1km of greenbelt

borders in column (5), the estimate is essentially the same as the baseline estimate in column (3).

In column (6) I include all areas but also include detailed county fixed effects, which hardly

affects the results.

To the extent one is concerned that distance to the city centre is still correlated to supply

conditions, conditional on the inclusion of detailed location fixed effects and several variables capturing

differences in supply conditions, I also consider alternative instruments. More specifically, I

calculate the average temperature in January and July as a potential demand shifter, following

Glaeser et al. (2001). I expect that higher temperatures are considered as an amenity and

are therefore associated with higher floor space prices. This is confirmed by the first-stage

regression shown in columns (5) and (6) of Table C3, in which July temperatures in particular

are correlated with higher prices. By contrast, January temperatures have a negative impact.

This may be because mountainous and natural areas have lower January temperatures, while

36The coefficient of floor space prices is 1.98. Hence, a 1% increase in floor space prices leads to an increase in the
ratio of floor space to developed land in i of almost 2%.
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still generating a high amenity level. More specifically, a 10% increase in July temperatures is

associated with a price increase of approximately 6.3%. A 10% increase in January temperatures

is associated with a price decrease of around 2.0%. Going back to column (6) in Table C2, I find

µ̂ = 0.707, which is virtually the same as the baseline estimate reported in column (3). However,

the estimate is relatively imprecise, which is also because of a not-so-strong first stage.

C.2.2 Plausibly exogenous instruments

An alternative approach is to consider the distance to the city centre to be an imperfect, only

‘plausibly exogenous’, instrument. I consider Conley et al.’s (2012) methodology to relax the

assumption of strictly exogenous instruments and construct bounds on the estimated µ if the

instrument is only ‘plausibly exogenous’. Consider the following regression:

log
Fi
Λi

=
µ

1− µ
log pi + ι1xi + ι2x

2
i + ι3si + ηi∈G + εi, (C.1)

where xi is the distance to the city centre and ι1 and ι2 capture the direct impact of distance to

the city centre, conditional on the effect of prices, supply conditions, and county and greenbelt

fixed effects. In a standard IV-framework with exogenous instruments ι1 = ι2 = 0. However, if

the distance to the city centre still captures favourable supply conditions, {ι1, ι2} 6= 0; hence,

construction costs and therefore prices are lower closer to the city centre.

Of course, the actual values of ι1 and ι2 are unknown, but one may guess reasonable upper-

bound values by performing a reduced regression of supply on the distance to the city centre,

while excluding prices. I multiply ι1 and ι2 by Π, indicating the share of the effect that is assumed

to be direct. I then consider two cases: (i) Π = 0.1 so that 10% of the impact of distance to the

city centre on supply is direct; and (ii) I choose Π = 0.25 so 25% of the impact of distance to the

city centre on supply is direct.

Table C4 reports the results. In Panel A I consider a direct impact of 10% using the reduced-form

regression of the share of the log of the ratio of built-up land over all land. I find statistically

significant point estimates of around 0.55-0.70 in all specifications. However, the bounds are

only informative when I use all areas; in columns (3) and (4) the bounds are too imprecise to be

meaningful. In the preferred specification in column (2), I find that µ̂ is between 0.58 and 0.71.

The point estimate µ̂ = 0.687 is very similar to the baseline estimate (i.e. µ̂ = 0.710). Hence, the
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TABLE C4 – SHARE OF CAPITAL IN CONSTRUCTION,
PLAUSIBLY EXOGENOUS INSTRUMENT

(Dependent variable: the log of the ratio of built-up land over all land in i)
+ Supply Greenbelts Greenbelt

controls in 1973 border <1km

(1) (2) (3) (4)
Panel A: Π = 0.10

Share of construction costs in capital µ 0.6408*** 0.6874*** 0.5366*** 0.6793***
(0.0163) (0.0155) (0.0819) (0.1079)

µ 0.5824*** 0.6307*** 0.1931 0.4072
(0.0176) (0.0170) (0.2562) (0.5461)

µ 0.7066*** 0.7493*** 0.7040*** 0.8078***
(0.0149) (0.0141) (0.0520) (0.0598)

Supply condition variables No Yes Yes Yes
Greenbelt-by-government region fixed effects Yes Yes Yes Yes

Number of areas 6,791 6,791 1,019 1,348
Panel B: Π = 0.25

Share of construction costs in capital µ 0.5979*** 0.6470*** 0.4911*** 0.6383***
(0.0170) (0.0165) (0.0815) (0.1083)

µ 0.4718*** 0.5230*** -0.3485 0.0336
(0.0222) (0.0236) (10.1756) (83.3610)

µ 0.7271*** 0.7681*** 0.7452*** 0.8358***
(0.0147) (0.0139) (0.0434) (0.0450)

Supply condition variables No Yes Yes Yes
Greenbelt-by-government region fixed effects Yes Yes Yes Yes

Number of areas 6,791 6,791 1,019 1,348
Notes: We report the point estimate (µ), the 5% lower bound (µ), as well as the 95% upper bound (µ). Soil
condition variables include the log of elevation, the thickness of the sediment layer, the share of accessible
bedrock, and the share of workers in the construction sector. We estimate the parameters using data at the
Mid-layer Super Output Area (MSOA). Standard errors are bootstrapped (250 replications) and in parentheses;
*** p < 0.01, ** p < 0.5, * p < 0.10.

downward bias of µ due to the potential endogeneity of the instrument is limited.

Note that the bounds become only slightly wider when I consider a 25% direct impact of

distance to the city centre on the log of the ratio of built-up land over all land in Panel B. In the

preferred specification in column (2), the bounds imply that the estimate is between 0.523 and

0.768. When I allow for the specifications where I only use MSOAs in 1973 greenbelts or within

1km, the bounds are not particularly meaningful. Still, all in all, these results suggest that even

if the instrument is only plausibly exogenous, I would still yield reasonably precise estimates

for the preferred specification, as long as I use all areas to identify µ.

C.2.3 Heterogeneity in µ

Another issue is that the estimate of µ may be heterogeneous across locations and depend on

the share of greenbelt land. On the one hand, the share of capital in construction costs may
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be higher in areas with more greenbelt land because the limited availability of land forces

developers to build taller. On the other hand, areas with lots of greenbelt land have lower

densities, which possibly implies a lower µ.

To investigate this further, I re-estimate equation (33), but I allow for non-linear effects of floor

space prices. That is, I estimate the following partially linear regression model:

log
Fi
Λi

= fgi(log pi) + ι1gi + ι2si + ηi∈G + εi. (C.2)

I specify fgi(·) by a locally linear function: fgi(·) = µi/(1 − µi) log pi. Hence, each ‘local’

coefficient µi is dependent on the share of greenbelt land in i. For notational simplicity, let us

ignore the control variables and the endogeneity of floor space prices for now. The estimator is

then:

(µ̂i) = arg min
µi

L∑
i=1

K

(
gi − gj
h

)
×
(

log
Fi
Λi
− µi

1− µi
pi

)2

. (C.3)

I specify K( · ) to be a Gaussian kernel function:

K

(
gi − gj
h

)
=

1

hσg
√

2π
e−

1
2

(
gi−gj
hσg

)2
. (C.4)

where σg is the sample standard deviation of greenbelt land and h is the bandwidth. Hence, the

kernel function determines the vector of weights for an MSOA i, which is between 0 and 1. It is

1 when another location j has the same share of greenbelt land. The bandwidth h determines

how ‘smooth’ the function to be estimated is. I set the bandwidth as per Silverman (1986) so

h = 1.06σgL
−1/5.

I still have to deal with two issues in estimating (C.2): adding linear controls and addressing

endogeneity.

To include supply conditions {gi, si} and greenbelt-by-government area dummies ηi∈G, I apply

Robinson’s (1988) procedure. This procedure separately regresses logFi/Λi and the supply

variables and greenbelt-by-government area dummies non-parametrically on the log of floor

space prices using local linear regressions. I then obtain residuals for the dependent variable

and si and greenbelt-by-government area dummies. The residuals of the dependent variable are

then regressed on the dummy residuals and residuals of si and gi using OLS, which identifies
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FIGURE C1 – THE CAPITAL COST SHARE AND GREENBELT LAND

Notes: The dotted lines denote 95% confidence bands.

ι and ηi∈G. The final step is to replace the dependent variable logFi/Λi in equation (C.2) by

logFi/Λi − ι̂1gi − ι̂2si − η̂i∈G and regress this residual non-parametrically on pi to obtain the

coefficients of interest.

The second issue is endogeneity. Because (C.2) is non-linear in pi, one cannot use standard 2SLS.

Instead, I adopt a control function approach (Blundell and Powell, 2003). The first stage then is

given by:

log pi = f̃gi(xi, x
2
i ) + ι̃1gi + ι̃2si + η̃i∈G + ε̃i, (C.5)

Next, I insert the first-stage residuals as a control function in the second stage:

log
Fi
Λi

= fgi(log pi) + ι1gi + ι2si + ηi∈G + f̆(ε̃i) + εi. (C.6)

I approximate f̆(·) using a third-order polynomial.37

The results for µi are reported in Figure C1 when I include all areas (the results where I make

selections are relatively imprecise). It can be clearly seen that there is very little variation in µ

across the share of greenbelts, although the share of capital in construction costs seems to be

slightly lower for very high shares of greenbelt land. However, given that heterogeneity is small,

I will ignore heterogeneity in µ in the structural estimation because allowing for variation in the

share of capital costs in construction will considerably complicate the estimation procedure,

while it is unlikely to materially change the results.

37Note that with h→∞ I obtain essentially the same estimate for µ as with 2SLS.
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(A) COMMUTING AND AGGLOMERATION (B) GREENBELT AMENITIES

FIGURE C2 – ATTENUATION OF COMMUTING, AGGLOMERATION, AND GREENBELT AMENITIES

C.3 Attenuation

I report the attenuation of commuting and residential and production externalities in Figure

C2a. It is shown that most of the utility disappears after a one-hour commute, which confirms

the results of previous papers.

By contrast, I find less steep decay for agglomeration economies. Most of the externalities take

place within 60 minutes of travelling. The reason for the less steep decay compared to, say,

Arzaghi and Henderson (2008), Ahlfeldt et al. (2015) or Dericks and Koster (2021), is that I

include data from all of England, instead of from just one city. By focusing on a whole country,

interactions related to input and output sharing and labour market pooling are included, which

are known to take place over longer distances.

In Figure C2b, I illustrate the decay of greenbelt amenities. In line with reduced-form evidence,

greenbelt amenities decay quickly and are concentrated within 1km of the resident’s location.

In this figure, I also plot the share of residents within a distance of any patch of greenbelt land.

It is shown that a large majority of residents are somehow affected by greenbelts, although the

impact attenuates quickly over distance (i.e. the impact of greenbelts on amenities is given by

the spatial weight, governed by θ, multiplied by the amenity impact, indicated by ζ, and the

share of greenbelt land within a certain distance range (see equations (13) and (14))).

C.4 Travel time and congestion costs

Here I report alternative specifications used to estimate the traffic congestion elasticity. I

measure traffic density in standard deviations. In column (1) I report the baseline specification.

The coefficient indicates that a standard deviation increase in (workplace) traffic density leads
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TABLE C5 – COMMUTING CONGESTION MODELS
(Dependent variable: the travel time by road between i and j)

Baseline Population Greenbelts Total Commuting No residential

specification 1931 10-25km population <30 minutes fixed effects

(1) (2) (3) (4) (5) (6)

Traffic density, DM 0.1006*** 0.2235*** 0.1370*** 0.1117*** 0.1089***
(0.0021) (0.0050) (0.0026) (0.0079) (0.0024)

Total traffic density, DM + DR 0.0948***
(0.0021)

Residence location Yes Yes Yes Yes Yes Nofixed effects

Number of areas 6,701 6,701 6,701 6,701 6,701 6,701
Number of area pairs 19,673,517 19,673,517 19,673,517 19,673,517 550,788 19,673,517
Notes: We estimate the parameters using data at the Mid-layer Super Output Area (MSOA). Bold indicates instrumented.
Standard errors are bootstrapped (250 replications) and in parentheses; *** p < 0.01, ** p < 0.5, * p < 0.10.

to a travel time that is e0.1006 − 1 = 10.6% higher. Hence, traffic density has a substantial impact

on travel times.

One may argue that traffic density is endogenous, e.g. because infrastructure is constructed in

places where traffic density is higher, leading to shorter travel times. In this case, one would

find an underestimate of the estimated effect. Furthermore, actual travel times are used to

determine the ‘relevant’ traffic density. In column (2) I instrument workplace traffic density by

the population density in 1931. I observe that this matters for the estimated coefficient because

I find a stronger effect of traffic density on travel times. When I instrument for traffic density

with the share of greenbelt land between 10 and 25km I find in column (3) a coefficient that

is somewhere in between the OLS estimate and the estimate where I use the 1931 population

density instrument.

To calculate traffic density, I only take into account workplace density. One may be concerned

that ignoring residential density might lead to incorrect estimates. Column (4), in which I

calculate total traffic density by summing residential and workplace density, shows that this

hardly matters. Column (5) explores whether the results change if I only consider commuting

pairs that are within 30 minutes travelling, which strongly reduces the number of observations. I

show that this does not materially influence the results. Furthermore, when I exclude residential

fixed effects in the estimation in column (6), I also find a very similar congestion elasticity.
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Appendix D. Counterfactual experiments
In Appendix D.1, I discuss the solution algorithm to obtain counterfactual outcomes, which

is followed by a description of how ‘counterfactual’ greenbelts are defined in Appendix D.2.

In Appendix D.3, I plot residential and employment density in the baseline scenario and in

the scenario without greenbelts. Appendix D.4 shows the results for the first scenario where

greenbelt land is reduced by 10%, followed by the third scenario in Appendix D.5 where the

amount of greenbelt land is increased. Finally, I show robustness for the aggregate and local

effects of various additional counterfactual analyses in Appendix D.6.

D.1 Solution algorithm

To solve for the new equilibrium in each of the counterfactual scenarios, I follow a similar

procedure as described in the Supplement of Ahlfeldt et al. (2015). I first choose starting values

for transformed wages, floor space prices, travel times, and initial population equal to the ones

obtained in the baseline scenario:

{ωimS = ωim0, ωjmS = ωjm0, piS = pi0, τijmS = τijm0}, (D.1)

where 0 refers to the baseline scenario. I also determine for each counterfactual scenario S the

counterfactual amount of developed land using:

ΛiS
Li

= ΦieφgiS , (D.2)

where giS = GiS/Li is the counterfactual share of greenbelt land in each MSOA. Note Φi does

not change for different scenarios.

Furthermore, using ancillary data on land prices and the zero-profit condition for building

construction, I calibrate building capital costs using the following non-linear regression:

Pi =
pi0Fi0

Λi0
− r

µ̂
µ̂−1
(
µ̂Υipi0

) 1
1−µ̂ (D.3)

I then take the following steps:
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1. I determine the commuting probability:

πijmS =

(
ΨiSe−κ̂mτijmSwjS

p1−βiS

)ε̂
∑L

r=1

∑L
s=1

∑3
m=1

(
ΨrSe−κ̂mτrsmSwsS

p1−βrS

)ε̂ , (D.4)

as well as the conditional probabilities that a worker is employed in j, or is living in i:

πijm|imS =
e−κ̂mε̂τijmSωjS∑L
s=1 e−κ̂mε̂τismSωsS

,

πijm|jmS =
e−κ̂mε̂τijmSaimS∑L
r=1 e−κ̂mε̂τirmSarmS

.

(D.5)

2. Based on the commuting probabilities, I determine the residential population and workers

for each mode in each area:

HMjmS =

L∑
i=1

πijm|imSHRimS,

HRimS =
L∑
j=1

πijm|jmSHMjmS

(D.6)

3. This provides us with the necessary information to determine amenities in a location:

ΨiS = Ψ̆ie−ζ̂g̃iS(θ̂), (D.7)

and productivity:

ΩiS = Ω̆i

(
δ̂

L∑
j=1

3∑
m=1

e−δ̂τijS,rdHMjmS

)γ̂
, (D.8)

where the exogenous location fundamentals Ψ̆i and Ω̆i are kept fixed in each scenario.

4. I obtain land use in each MSOA:

FHiS =
3∑

m=1

(1− β)
∑L

j=1 ῡ
− 1
ε̂

jm πijm|imSe−κ̂mτijmSω
1
ε̂
jmS

piS
ςHRimS,

FMjS =
3∑

m=1

(
ω

1
ε̂
imS

αΩj ῡ
1
ε̂
jm

) 1
1−α

ςHMimS.

(D.9)
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I then define the share of commercial floor space use as:

ΘiS =
FMjS

FMjS + FHiS
. (D.10)

5. I update the use of building capital using the first-order condition for optimal use:

KiS =

(
µ̂ΥipiS
r

) 1
1−µ̂

ΛiS, (D.11)

6. I then determine the output (up to a constant) in each location:

YiS =
3∑

m=1

υ
−α
ε̂

im ΩiSH
α
MimS(ΘiSΥiK

µ̂
iSΛ1−µ̂

iS )1−α (D.12)

7. The updated rents are given by:

piS =
(1− α)YiS

ΘiSΥiK
µ̂
iSΛ1−µ̂

iS

=
(1− β)

∑3
m=1

∑L
j=1 ῡ

− 1
ε̂

jm πijm|imSω
1/ε̂
imSe−κ̂mτijmS

(1−ΘiS)ΥiK
µ̂
iSΛ1−µ̂

iS

(D.13)

8. The updated transformed wages are given by:

ωimS =
αYimS

HMimS

. (D.14)

9. In the final step, I update travel times:

τijS,rd = τ fij,rdTiT̆je
λ̂DMiS , (D.15)

where traffic densities depend DMiS depend on counterfactual values of HMjS , ∀j, I treat

Ti and T̆j as constants across different scenarios.

I repeat these 9 steps until the values for transformed wages and rents between the current and

previous iteration converge. In practice, it appears that I need around 40 iterations to obtain

the new equilibrium values. I also made sure that the above procedure recovers the original

baseline values.
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D.2 Counterfactual greenbelts

I aim to construct ‘counterfactual’ greenbelts. I gather data on the population in parishes in

1951, which was just after the 1947 Town and Country Planning Act was implemented, but

before greenbelt policies were introduced.

To construct counterfactual greenbelts, I exploit data on the population in parishes from the

1951 Census. Parishes are the lowest unit for which the data are available, and are rather small.

The median size is 847ha. In line with the recommendation of Duncan Sandy, the Minister of

Housing at that time, greenbelts were primarily implemented around larger cities of at least 100

thousand inhabitants. To identify ‘large urban areas’, I first select parishes with a population

density of at least 10 people per hectare, which accounts for around 5% of parishes. I then

amalgamate all those areas and keep 37 amalgamated urban areas that have a population of

more than 100 thousand inhabitants. I then draw circles of 15km around each of these urban

areas, in line with the suggestion of Duncan Sandy (‘The Development Plans submitted by the local

planning authorities for the Home Counties provide for a Green Belt, some 7 to 10 miles deep, [...].’). The

last step is to erase the areas in the counterfactual greenbelts with a density of at least 10 persons

per hectare because that land has already been converted to built-up land and is therefore not

part of a greenbelt.

In Figure D1, I display a map showing the counterfactual greenbelts. At the MSOA level, the

correlation between the share of greenbelt land and the share of counterfactual greenbelt land

is reasonably high at around 0.458. In general, I can predict the location of most greenbelts

relatively well, such as the greenbelts around London, Birmingham, Manchester, and Liverpool.

For example, in MSOAs with a share of greenbelt land above 90% the share of counterfactual

greenbelt land is approximately 0.9. Only the Cheltenham/Gloucester greenbelt, as well as the

greenbelt around Cambridge, are not included in the counterfactual greenbelt sample because

those cities had a population of fewer than 100, 000 in 1951. On the other hand, reasonably

large cities such as Leicester, Norwich, Middlesbrough, and Plymouth do not have greenbelts,

although one would expect there to be a greenbelt around those cities based on the 1951

population distribution.
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FIGURE D1 – COUNTERFACTUAL GREENBELTS

D.3 Local effects – absolute differences

In Figure 4, I display large relative changes in employment and population density if greenbelts

were to be removed. However, as the relative changes depend on the employment or population

in the baseline scenario, one may wonder to what extent England’s spatial structure drastically

changes due to the removal of greenbelts.

In Figure D2, I plot absolute changes in employment and residential density. Although former

greenbelt areas attract jobs and residents, the absolute changes are too small to fundamentally

change England’s urban structure.

D.4 Local effects – 10% reduction in greenbelt land

Here I provide additional results for the local effects of the different scenarios. First, in Figure

D3, I show the results for the first counterfactual experiment in which I reduce greenbelt land

by 10%. Due to a loss in amenities, one observes a drop in prices in the areas that are now
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(A) ABSOLUTE CHANGE IN HMi (B) ABSOLUTE CHANGE IN HRi

FIGURE D2 – ABSOLUTE CHANGES IN DENSITY WITH AND WITHOUT GREENBELTS
Notes: I estimate the effects using parameters estimated in column (6) in Table 5. I consider the scenario where all greenbelts are
removed.

available for development (see Figure D3a); the effects can be large and up to 34%. Wage effects,

reported in Figure D3b, are not so clear. In line with the maps reported earlier, I observe small

wage decreases in and around London. The latter may be a result of firms moving into former

greenbelt areas (Figure D3c). Density increases may be large and up to 50%. I further find that

people move into former greenbelt areas as well as inner cities. The latter offer high amenity

levels, which are at the same time unaffected by the removal of part of greenbelts.

D.5 Local effects – counterfactual greenbelts

In Figure D4, I study the local effects of the third counterfactual experiment. Generally, one

observes price increases in areas that are now designated as greenbelts, while price reductions

in greenbelts that are not defined as ‘counterfactual’ greenbelts (such as Avon, Cambridge,

and Gloucester and Cheltenham) (Figure D4a). One further observed changes in working

population, where London in particular seems to benefit from the counterfactual greenbelt

policy because the counterfactual greenbelt is actually somewhat smaller compared to the

existing greenbelt (Figure D4c). This is confirmed in Figure D4d, where I observe that residents

move to Greater London.
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(A) FLOOR SPACE PRICES, pi (B) WAGE NET OF COMMUTING COSTS, E[w̃i]

(C) WORKERS, HMi (D) RESIDENTIAL POPULATION, HRi

FIGURE D3 – COUNTERFACTUAL 1: 10% REDUCTION IN GREENBELT LAND
Notes: I estimate the effects using parameters estimated in column (6) in Table 5. I consider the scenario where 10% of greenbelt
land is removed from the areas that are closest to the inner greenbelt border.
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(A) FLOOR SPACE PRICES, pi (B) WAGE NET OF COMMUTING COSTS, E[w̃i]

(C) WORKERS, HMi (D) RESIDENTIAL POPULATION, HRi

FIGURE D4 – COUNTERFACTUAL 3: COUNTERFACTUAL GREENBELTS
Notes: I estimate the effects using parameters estimated in column (6) in Table 5. I consider the scenario where counterfactual
greenbelt land is designated to be in line with Figure D1.
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TABLE D1 – ROBUSTNESS OF COUNTERFACTUAL ANALYSES

Scenario 1: Scenario 2: Scenario 3:

10% reduction in greenbelts No greenbelts Counterfactual greenbelts

(1) (2) (3)
PANEL A: Identification of parameters using all MSOAs

Change in expected utility (in %) -0.016 -0.486 0.066
Change in overall land rents (in %) 0.953 -1.247 3.448
Change in output (in %) -0.287 0.389 -1.043
Change in average floor space price (in %) -1.698 -5.084 3.597
Change in average wages net of commuting (in %) -0.111 -0.112 -0.131
Change in total developable land (in %) 4.925 26.953 -7.291
Change in total floor space (in %) 0.910 3.933 -2.536

PANEL B: Greenbelts in 1973

Change in expected utility (in %) -0.029 -0.596 0.062
Change in overall land rents (in %) -0.181 -4.192 4.561
Change in output (in %) -0.049 1.432 -1.303
Change in average floor space price (in %) -2.780 -8.753 9.314
Change in average wages net of commuting (in %) -0.111 -0.104 -0.147
Change in total developable land (in %) 12.031 81.466 -2.275
Change in total floor space (in %) 2.071 9.004 -3.654

PANEL C: Spillovers from literature, {λ = 0, ψ = 0, γ = 0.02, δ = 0.04}

Change in output (in %) 1.704 2.991 0.650
Change in expected utility (in %) -0.386 -1.534 0.215
Change in overall land rents (in %) 5.222 2.393 8.936
Change in average floor space price (in %) -1.686 -6.684 7.298
Change in average wages net of commuting (in %) -0.277 -0.287 -0.323
Change in total developable land (in %) 8.804 54.480 -5.517
Change in total floor space (in %) 2.825 8.330 -1.922

Notes: In Panel A, I take the parameter values estimated in column (4), Table 5. In Panel B, I take the parameter values estimated
in column (5), Table 5. Panel C takes the parameters estimated in column (6), Table 5, but adjusts the parameters related to
spillovers.

D.6 Robustness

D.6.1 Aggregate effects

Here I provide several sensitivity analyses on the aggregate effects of the counterfactuals. Table

D1 reports the results.

In Panel A I use parameters when using all observations to identify the model’s parameters,

implying that I use the parameters reported in column (4) in Table 5. The findings confirm that

greenbelt land generally increases welfare, as removing greenbelt land generally harms workers’

welfare, despite an overall increase in land rents. Interestingly, I do not find that increasing

greenbelt land (column (3)) does benefit workers materially because floor space will inevitably

become more expensive.
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TABLE D2 – CORRELATIONS BETWEEN CHANGES IN COUNTERFACTUAL VALUES

All Greenbelts No No Low commuting High commuting

areas in 1973 amenities spillovers costs costs

(1) (2) (3) (4) (5) (6)

Change in working population 0.9556 0.9949 0.6869 0.9387 0.7488 0.7664
Change in residential population 0.9742 0.9798 0.7018 0.9485 0.0335 0.5035
Change in prices 0.9993 0.9998 0.9985 0.9994 0.9959 0.9972
Changes in net wages 0.9880 0.9944 0.8077 0.9301 0.5552 0.0636

Notes: I report Pearson correlation coefficients of the changes in the respective variables with respect to the no greenbelt
scenario of which the results are reported in Figure 4. Recall that the baseline coefficients are used from column (6), Table
5. In column (1), I take the parameter values estimated in column (4), Table 5. In column (2), I take the parameter values
estimated in column (5), Table 5. Columns (3) and (4) take the parameters estimated in column (6), Table 5, but adjusts the
parameters related to amenities or spillovers.

In Panel B of Table D1, I employ parameters identified using observations in 1973 greenbelts

(see column (5), Table 5), but choose µ = 0.7, because the value estimated in this specification is

unlikely to apply to the whole of England. In doing that, I again find that workers’ utility is

affected negatively by the removal of greenbelts.

Panel C indicates robustness with respect to the parameters of agglomeration economies.

Because one may be concerned that the estimation of spillover parameters is plagued by

endogeneity, I borrow those from the literature implying that γ = 0.02 and δ = 0.04 (following

Combes et al., 2008; Rosenthal and Strange, 2008). Moreover, I set λ = ψ = 0. It is then shown

that this hardly affects the results.

D.6.2 Local effects

In Table D2, I show that the predicted local effects of greenbelts are similar across different

specifications. To calculate the bivariate correlations between the predicted percentage effects

of different specifications, I take the values observed in Figure 4 as the baseline. Hence, I

estimate parameters using areas within 1km of greenbelt borders and consider the ‘no greenbelt’

scenario. I show that local patterns are very similar if I estimate parameters using all MSOAs,

as correlations are all above 0.95.

When using the greenbelts in 1973 to estimate the parameters in column (2), I set µ = 0.7, as the

value that is estimated (i.e. µ̂ = 0.56) is unlikely to apply to the whole of England. The bivariate

correlations with predicted local effects are again very high.

If I set amenities to zero, I find that correlations with the baseline counterfactual values are

considerably lower (column (3)). This is not surprising given that greenbelt amenities play
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a pivotal role in explaining the local effects. I show in Figure D5 the local effects of the ‘no

greenbelt’ scenario but assuming that ζ = 0. Because in the absence of greenbelt amenities,

locations do not become less attractive when greenbelts are abandoned, I find that people move

most notably to former greenbelt areas where there is a more abundant availability of cheap

floor space. Together with the finding that without greenbelt amenities overall welfare will

increase when removing greenbelts, greenbelt amenities play a pivotal role in understanding

why greenbelts generate positive welfare effects.

The bivariate correlations with the scenario without spillovers are also very high (see column

(4), Table D2), confirming that the main results can be explained mostly by the presence of

greenbelt amenities and the parameter capturing the share of capital in construction.

In columns (5) and (6), I change commuting costs. Earlier, in Figure 2c, I showed that aggregate

effects were hardly influenced by commuting costs. However, the local effects of removing

greenbelts are quite different, as can be seen from the low correlations. In particular, the pattern

of changes in the residential population HRi is quite different. To investigate this further, I plot

changes in the residential population for low and high commuting costs in Figure D6.

Figure D6a shows that with low commuting costs, the effects of removing greenbelts are much

more spread out, as residents can now commute long distances without incurring high costs.

Particularly striking is the exodus of London. With low commuting costs, residents can avoid

high floor space prices by living much further away from work. With high commuting costs,

the changes in residential population are much more contained to the areas that were formerly

designated as greenbelt land (see Figure D6b).
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(A) FLOOR SPACE PRICES, pi (B) WAGE NET OF COMMUTING COSTS, E[w̃i]

(C) WORKERS, HMi (D) RESIDENTIAL POPULATION, HRi

FIGURE D5 – COUNTERFACTUAL 2: NO GREENBELTS WITH ζ = 0
Notes: I estimate the effects using parameters estimated in column (6) in Table 5, but where the greenbelt amenity effect is put to
zero so ζ = 0. I consider the scenario where all greenbelts are removed.
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(A) LOW COMMUTING COSTS, HRi (B) HIGH COMMUTING COSTS, HRi

FIGURE D6 – COUNTERFACTUAL 2: NO GREENBELTS WITH LOW AND HIGH COMMUTING COSTS
Notes: I estimate the effects using parameters estimated in column (6) in Table 5, but I respectively divide or multiply the com-
muting parameters {κrd,κrw,κoth} by 2.5 for low and high commuting costs. I consider the scenario where all greenbelts are
removed.
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