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Identifying US monetary policy shocks through
sign restrictions in dollarized countries�

Alessandro Gobbiy and Tim Willemsz

September 28, 2011

Abstract

Since dollarized countries import US monetary policy, identifying US mon-
etary shocks through sign restrictions on US variables only, does not use all
available information. In this paper we therefore include dollarized countries,
which enable us to restrict more variables and leave the responses of US out-
put and prices unrestricted (to allow for the working capital view of monetary
shocks). We �nd only little evidence for the latter in the US, as prices fall
immediately after most contractionary shocks that we identify. Furthermore,
monetary shocks do not seem to have a clear e¤ect on real GDP.
JEL-classi�cation: E52; E31; C32
Key words: Monetary policy e¤ects; Price puzzle; Structural VARs; Iden-

ti�cation

1 Introduction

Following the seminal work by Faust (1998), Canova and De Nicoló (2002) and Uhlig
(2005), the use of sign restrictions has become a popular way to identify structural
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shocks in the vector autoregressive (henceforth: VAR) literature. Although this ap-
proach has much intuitive appeal, it has not yet managed to bring consensus in the
debate on what the e¤ects of monetary policy shocks are. Canova and De Nicoló
(2002) for example �nd that contractionary monetary shocks lead to a decrease in
output, while Uhlig�s (2005) agnostic identi�cation procedure ("agnostic" since he
leaves the response of output unrestricted) fails to detect a clear e¤ect. Actually,
Uhlig (2005) even �nds that GDP tends to go up in response to the majority of the
contractionary shocks that satisfy the imposed restrictions (see his Figure 3). As
this is inconsistent with all theoretical models we know of, one could dub this an
"output puzzle".
The reason for this surprising result may lie in the fact that a number of di¤erent

shocks can satisfy a certain set of restrictions. For example, with sign restrictions
on the responses of US prices and monetary variables (as in Uhlig (2005)), it is
possible that one also includes a positive technology shock in, what is supposed to
be, a contractionary monetary shock. After all, if one wishes to stay agnostic with
respect to the sign of the output response, a contractionary monetary and a positive
technology shock can only be distinguished by the response of monetary variables
in a standard monetary VAR-speci�cation.1 But if the monetary authority is not
able to recognize technology shocks in real time (which seems plausible given that
researchers cannot even agree on what they look like ex post ; compare Galí (1999)
with Christiano, Eichenbaum and Vigfusson (2003)), the identifying restriction on
these monetary instruments is not that useful anymore and the procedure might
confuse the two shocks, possibly contributing to the output puzzle.
In addition, Paustian (2007) shows that the agnostic identi�cation procedure is

only able to uncover the correct sign of the unconstrained response if one restricts a
large enough number of variables.
In this paper, we try to address these two concerns by including price data from

four dollarized countries, all located in Latin America. We argue that this approach
has two advantages. First, it simply exploits the fact that these countries contain
useful information for the identi�cation of monetary US shocks: dollarized countries
also use the US dollar as legal tender (just like Ohio or any other US state does) and
hence import the same Federal Reserve policy as normal US states do. Consequently,
US monetary policy should not only a¤ect the relevant US variables, but also those
in the client countries. Once one recognizes this, one has more variables to place sign
restrictions upon, which should help to identify the monetary shocks more precisely.

1Both shocks are supposed to decrease the price level, but after a positive technology shock
monetary policy should respond in an expansive way, which distinguishes it from a contractionary
monetary shock (see for example Table 2 in Paustian (2007)).
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Second, including data from other countries makes the procedure less vulnerable
to the possible confusion of shocks. This stems from the fact that the US economy is
not perfectly integrated with those of the dollarized countries (see the discussion in
Willems (2011)). Consequently, the transmission of non-monetary US shocks to the
client countries is anything but perfect.2 In particular, a non-monetary US shock is
unlikely to a¤ect prices in all dollarized countries contemporaneously, as these shocks
generally need some time to be transmitted. Monetary shocks, on the other hand,
are transmitted rapidly through �nancial markets. This gives the sign restriction
procedure an additional criterion to distinguish a monetary US shock from a non-
monetary one: the former does a¤ect the price level in the dollarized countries at
short horizons, while the latter is unlikely to do so.3

Next to this, it is also possible that the traditional sign restriction procedure
misidenti�es monetary shocks because the latter do not lead to an immediate drop
in prices. This result actually shows up quite often in non-sign restricted VAR-
exercises, where it is known as the "price puzzle" (cf. Sims (1992)). In fact, the
sample period considered in this paper also contains a price puzzle if one uses the
popular Choleski scheme to identify the monetary shock (see the Appendix).
The initial price increase after a monetary contraction is seen as "puzzling" as it

is inconsistent with most theoretical models used by economists, such as the standard
New Keynesian one. It is however perfectly consistent with models in which cost-
side considerations play a role: if �rms need to borrow working capital in order to
be able to pay for their production factors, the interest rate becomes a determinant
of real marginal costs and prices will show a short-lived increase after a contrac-
tionary monetary shock.4 However, studies employing sign restrictions typically do
not allow for the working capital view of monetary shocks, as they tend to de�ne
contractionary monetary shocks as shocks that (among other things) decrease the

2In fact, Canova (2005) �nds the even stronger result that non-monetary US shocks do not
produce signi�cant output and price responses in Latin American countries at all.

3Similarly, a non-monetary shock emanating from any of the dollarized countries is unlikely to
a¤ect prices in all other countries that use the US dollar (especially at short horizons). This makes
them distinguishable from a US monetary shock as well. Our procedure would have di¢ culties
with an aggregate world-wide technology shock, as that would a¤ect prices in all included countries
instantaneously in the same direction as a US monetary shock would. But given the evidence in
Gabaix (2011), who shows that many "aggregate US shocks" are actually idiosyncratic shocks to
large US �rms, one can question how common "aggregate world-wide technology shocks" are.

4See Van Wijnbergen (1983), who obtained the price puzzle in such a model avant la lettre, and
Barth and Ramey (2001), who call for a more serious consideration of the cost channel; Christiano,
Eichenbaum and Evans (2005) come up to Barth and Ramey�s call, as they construct a DSGE-
model which is able to replicate the price puzzle through the working capital channel. Ravenna
and Walsh (2006) discuss the consequences of the cost channel for optimal monetary policy.

3



price level immediately.
Given the importance of understanding how prices respond to policy shocks (after

all, the price response determines whether a certain action will manage to stabilize
the economy or not), this paper tries to remain more agnostic on this issue: in our
benchmark speci�cation, we identify US monetary shocks by placing sign restrictions
on the federal funds rate and on prices in the dollarized countries only. So while
Uhlig�s (2005) procedure only leaves the response of US output unrestricted (and
avoids the US price puzzle by construction), we leave both US output and prices
unrestricted. In addition, we only impose the negativity restrictions on prices in
the dollarized countries after several months, to allow those price levels to show a
short-lived price increase following a monetary contraction (as would be the case if
the cost channel plays a non-negligible role).
The results of this exercise however strongly suggest that US prices fall immedi-

ately after a monetary contraction. Despite our agnosticism on this issue, we hardly
�nd any shocks that satisfy the working capital view on monetary policy in the
US. In the dollarized countries we �nd more shocks that are consistent with this
view, suggesting that the working capital channel is somewhat more important for
emerging economies than it is for the US.
Additionally, we fail to �nd a clear e¤ect of US monetary shocks on US output,

so we cannot reject monetary neutrality. This �nding is robust to restricting the
response of US prices, while restricting the response of US output shows that it
is quite di¢ cult to �nd shocks that satisfy the standard New Keynesian view of a
monetary policy shock.

2 Approach

We start with the estimation of a reduced form VAR with p lags for a vector of
variables Zt, which is of size (m� 1):

Zt =

pX
i=1

BiZt�i + et (1)

In this equation, Zt =
�
ZUSt ; ZD1t ; ZD2t ; :::; ZDnt

�0
, where ZUSt is a (m1 � 1)-vector

containing US-variables and ZDjt is a (m2 � 1)-vector with data from the jth dollar-
ized country. The Bi�s are the coe¢ cient matrices and et is the reduced form error
with variance-covariance matrix �.5

5A constant term that is also included in the analysis is omitted here for notational simplicity.
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When estimating this system, we impose some additional structure on the B-
matrices. First, we follow (among others) Cushman and Zha (1997) and assume that
the US economy is exogenous with respect to the small economies of the dollarized
countries. That is: whatever happens in the dollarized countries is assumed to have
no impact on the US variables, as the former are assumed to be too small to a¤ect the
latter. Second, the variables in all dollarized countries are assumed to be independent
of each other, conditional on the US variables. So whatever happens in dollarized
country h is assumed to have no impact on the variables in dollarized country j 6=
h. This assumption keeps the VAR parsimonious (it makes the south-east block
of all B-matrices diagonal), but has the drawback that we probably miss some of
the interdependencies between the dollarized countries. In our view, the latter are
however unlikely to play an important role for the question we are interested in, so
we disregard them in our empirical approach.
Econometrically, the stated assumptions boil down to estimating the following

system:

2666664
ZUSt
ZD1t
ZD2t
...

ZDnt

3777775 =
pX
i=1

2666664
B11;i 0 0 � � � 0
B21;i B22;i 0 � � � 0
B31;i 0 B33;i � � � 0
...

...
. . . . . .

...
B(n+1)1;i 0 0 � � � B(n+1)(n+1);i

3777775

2666664
ZUSt�i
ZD1t�i
ZD2t�i
...

ZDnt�i

3777775+ et (2)

It is apparent that regressors di¤er per equation, thus making OLS estimates
ine¢ cient. We therefore estimate the whole system using the seemingly unrelated
regressions procedure (cf. Zellner (1962)).
We identify shocks by imposing sign restrictions on the impulse responses. Since

a structural VAR with sign restrictions is not exactly identi�ed (see Fry and Pagan
(2007)), we look for the set of structural VARs that satisfy the restrictions while
sharing the same, estimated reduced form representation. To do so, we �rst invert
the VAR to get the VMA(1) representation:

Zt = C(L)ut

Here, ut = P�1et are orthonormal shocks, C(L) = (I � B(L))�1P , and P is the
lower triangular Choleski decomposition of � (such that P 0P = �). The coe¢ cients
of the matrix polynomial C(L) = C0 + C1L + : : : correspond to the orthogonal-
ized impulse response functions, which, in general, do not satisfy the desired sign
restrictions. The idea of the sign restrictions procedure then is to generate a large
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number of orthogonal matrices Q(i) and check whether each alternative structural
representation

Zt = C(L)Q
(i)0Q(i)ut = C(L)Q

(i)0�
(i)
t = D(i)(L)�

(i)
t

corresponds to impulse responses that are consistent with the sign restrictions.6

To generate the Q(i)-matrices we use the algorithm of Rubio-Ramirez, Waggoner
and Zha (2010). This algorithm exploits the fact that for a given square matrix
M , its QR decomposition M = QR is formed by an orthogonal matrix Q and a
triangular matrix R. Hence, we can get one orthogonal matrix Q(i) after drawing a
random normal square matrix M (i).
Note that we only place restrictions on the responses after an impulse to the

equation for the monetary policy instrument in ZUSt . If the restrictions are satis�ed
for all K periods, we keep the structural representation D(i)(L) and label the cor-
responding shock �(i)r;t (where r is the position of the monetary policy instrument in
ZUSt ) as a "monetary policy shock". If not, the candidate shock is discarded.
We report the resulting set of impulse responses following the pure-sign-restriction

approach set out in Uhlig (2005), so the interested reader is referred to that source
for all remaining details.

3 Data and VAR speci�cation

We have been able to obtain data on prices for four dollarized countries: Ecuador,
El Salvador, Panama and Puerto Rico.7 The major obstacle to the practical im-
plementation of our approach, is the limited length of some of the time series used.
Although Panama and Puerto Rico have been dollarized for over a hundred years
already (with data available since 1974 and 1989, respectively), we are constrained
by the fact that Ecuador became o¢ cially dollarized in 2000, while El Salvador only
introduced the US dollar in 2001.8 Therefore, we keep the VAR parsimonious and

6Note that since the Q(i)-matrices are such that Q(i)0Q(i) = Q(i)Q(i)0 = I, the rotated
shocks �(i)t are orthogonal with unit variance, as E(�(i)t �

(i)0
t ) = Q(i)P�1E (ete

0
t)P

�10Q(i)0 =
Q(i)P�1PP 0P�10Q(i)0 = I:

7Although we will sometimes refer to it as "country", one should note that Puerto Rico is
actually not a country, but a US associated free state.

8However, El Salvador�s former currency (the colón) was already pegged to the US dollar since
1993. Similarly, Ecuador was already e¤ectively dollarized in the mid-1990s, by which time its
residents had switched to using US dollars in their daily transactions and had the majority of their
deposits/loans denominated in dollars (Beckerman, 2001). So in practice both Ecuador and El
Salvador had already been importing US monetary policy for some years, when they dollarized
o¢ cially in the early 2000s.
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only include the essential variables in our benchmark speci�cation. In particular, we
use data (taken from the St Louis Fed website) on US real GDP, the GDP de�ator,
the federal funds rate, and prices in the four dollarized economies considered. How-
ever, as will be shown in Section 5 of this paper, results are robust to including other
variables in the VAR (such as reserves or monetary aggregates).
Following Uhlig (2005), we estimate the VAR on monthly observations. As the

series for GDP and the GDP de�ator are only available at the quarterly frequency,
we interpolate these variables using the method described in Chow and Lin (1971).
For GDP, we do this using the industrial production index, while the de�ator is
interpolated with help of the CPI and PPI. For the dollarized countries, the GDP
de�ator is not available at all, as a result of which we work with the monthly series
of the local CPI�s instead, taken from the IMF�s IFS database.9

To reduce the risk of misspeci�cation, we estimate the VAR on post-1989:1 data.
This is motivated by the �ndings of Bagliano and Favero (1998), who report evidence
of a structural break in the US monetary policy rule in 1988 (just after Greenspan
succeeded Volcker as chairman of the Board of Governors of the Federal Reserve). We
have also estimated the VAR on samples with di¤erent starting dates (both earlier
and later), but found nearly identical results (see Section 5.2).
Since data for the dollarized economies are relatively scarce, we exploit all avail-

able time series up to their full length. This implies that we estimate the VAR-
coe¢ cients for the US, Panama and Puerto Rico on a sample running from 1989:1 to
2010:7,10 while the coe¢ cients for Ecuador and El Salvador are estimated on samples
running from 2000:1 to 2010:7 and 2001:1 to 2010:7, respectively (as these countries
have only been o¢ cially dollarized since the early 2000s).11 In our estimation we ac-
count for the unequal number of observations among countries by using the �usual�
estimator for the variance-covariace matrix (see Schmidt (1977)). All variables are
logged before they enter the VAR (except for the federal funds rate, which enters
in levels). Finally, we chose the number of lags for each country block based on

9Although there also exist quarterly data on real GDP for Ecuador, El Salvador and Panama
(not for Puerto Rico), we do not include them here for two reasons. First, one can question the
usefulness of these data if one wishes to stay agnostic with respect to the response of output
(especially if one wants to keep the VAR parsimonious). Second, there are no monthly indicators
of real activity available for these countries, as a result of which it is di¢ cult to obtain imputed
series for GDP at the monthly frequency.
10Recall that the starting date follows Bagliano and Favero (1998).
11See Canova (2005) for a similar approach. In the Appendix we show that restricting the analysis

to the US, Panama and Puerto Rico (so that all coe¢ cients can be estimated on data covering the
same sample period from 1989:1 to 2010:7) does not signi�cantly a¤ect the results. In addition, our
�ndings are also robust to restricting the analysis to the much shorter post-2001 sample, during
which all countries considered in this paper were o¢ cially dollarized.
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Akaike�s information criterion, which results in selecting three lags for the US, �ve
for Ecuador, one for El Salvador, three for Panama and six lags for Puerto Rico.

4 Results

This section describes the �ndings obtained by applying sign restrictions to a VAR
which also includes variables from dollarized countries. As argued in the Introduc-
tion, this allows us to restrict a larger number of variables, which should help to
identify the US monetary policy shock more precisely (Paustian, 2007).
In addition, the economies of the US on the one hand, and those of the dollarized

countries on the other, are only imperfectly integrated with each other (cf. Willems
(2011)). This gives us an additional criterion to distinguish monetary US shocks from
non-monetary ones, as the former are transmitted rapidly to the client countries
via �nancial markets, while the transmission of non-monetary US shocks to these
countries is far from perfect (Canova, 2005). In particular, non-monetary shocks
typically need more time to be transmitted, as this mainly occurs through the time
consuming trade channel.12 Consequently, they are unlikely to induce responses of
variables in dollarized countries at short horizons, which distinguishes them from
monetary US shocks.
As emphasized before, we also try to acknowledge the idea that the price "puzzle"

might actually be a fact, as it could just be caused by the working capital channel.
Consistent with this mechanism, we therefore allow for a short-lived price increase
after a contractionary shock by imposing the restrictions on prices only as of the
fourth month after the shock has hit.13

Section 4.1 4.2 4.3
US GDP � 0
US GDP de�ator � 0� � 0
Federal funds rate � 0 � 0 � 0
Dollarized CPIs (4�) � 0� � 0� � 0

Table 1: Summary of imposed sign restrictions in di¤erent sections. An asterisk (*)
indicates that this restriction is only imposed as of the fourth month after the shock
has hit.
12This observation has a long standing tradition in international economics, going back to at least

Dornbusch (1976).
13Considering di¤erent starting periods for the sign restrictions on prices produces very similar

results (see the Appendix).
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Table 1 summarizes the di¤erent sets of sign restrictions we will impose to try
to identify the US monetary policy shocks with. In our benchmark speci�cation, we
impose the restrictions until one year after the shock (that is: K = 12).14 The �gures
that are to follow display the median, as well as the 16 and 84 percent quantiles for the
sample of impulse responses. Unless stated otherwise, these �gures were constructed
by generating 100,000 candidate shocks.

4.1 A somewhat more agnostic identi�cation procedure

When we include the CPI�s of the four dollarized countries in the analysis, we can
�rst try to identify monetary US shocks by placing restrictions on the federal funds
rate and on prices in the dollarized countries only. In particular, we can de�ne a
contractionary US monetary policy shock as a shock that does not lead to an increase
in the price level in all dollarized countries, and does not lead to a decrease in the
federal funds rate.
Note that this identi�cation strategy allows us to stay agnostic with respect to

the response of both US output and prices. Compared to Uhlig�s (2005) "agnostic
procedure", we thus not only leave the response of US GDP unrestricted, but also
that of the US GDP de�ator (which is why we refer to it as "a somewhat more
agnostic identi�cation procedure"). In this case, we thus do not avoid the price puzzle
in the US by construction and allow prices to go up after a monetary contraction, if
the data want this to be. We still have to restrict prices somewhere, but this is what
we use the dollarized countries for. To allow for a role of the cost channel over there,
we only restrict the sign of the price responses in these countries as of the fourth
month after the shock has hit.
However, Figures 1 and 2 suggest that most shocks satisfying the restrictions

tend to decrease prices as of impact already. In particular, Figure 2 shows that only
a minor share of the identi�ed contractionary shocks increase the US price level. We
thus do not �nd much evidence for a signi�cant role of the working capital chan-
nel in the US. Here, we stress that this is not imposed by construction: under this
speci�cation the US price level is left unrestricted at all horizons, but nevertheless
nearly all impulse responses indicate that prices fall after the shocks we have iden-
ti�ed. For Ecuador and El Salvador on the other hand, the cost channel seems to
be somewhat more important, as there are more "contractionary monetary policy
shocks" that increase their price levels on impact. This is consistent with the view
that the working capital channel is more important for emerging economies than it

14This implies that the restrictions on prices are only imposed from the fourth month after the
shock has hit up to and including the twelfth month.
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is for the US, as short-term bank �nancing tends to play a bigger role in the former
(cf. Van Wijnbergen (1982, p. 134)).
Second, we �nd relatively little inertia in the price responses, which suggests that

prices were pretty �exible over the sample period: in all countries, the price response
reaches its maximum (in absolute value) at very short horizons. Comparing the
sizes of these responses suggests that prices in the dollarized economies were more
�exible than those in the US. This is in line with the micro-level evidence presented
in Morandé and Tejada (2008), who report that emerging economies typically exhibit
less price rigidities than the US.

Figure 1: Impulse responses to those shocks that decrease prices in all dollarized
countries, while increasing the federal funds rate. The shaded bars indicate the

variables and periods where the sign restrictions are imposed.

Finally, we fail to �nd a clear e¤ect of a monetary contraction on US output:
there are still quite a few "contractionary US monetary policy shocks" that do not
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depress US real GDP. This already shows from Figure 1 (where a zero response is
contained in the 16 to 84 percent quantile band), but can also be seen by looking
at the distribution of all impact impulse responses for US GDP (Figure 2), which is
almost symmetric around zero. We thus cannot reject monetary neutrality, which
is consistent with our �nding that prices seem to have been rather �exible over the
sample period.

Figure 2: Distribution of the impact impulse responses underlying Figure 1.

4.2 An agnostic identi�cation procedure

One can also increase the number of restrictions by restricting the response of the
US price level as well. This speci�cation is thus essentially the exercise in Uhlig
(2005), augmented with price levels of the four dollarized countries. In this case, we
de�ne a contractionary US monetary policy shock as a shock that does not lead to
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an increase in prices in all dollarized countries and the US, and does not lead to a
decrease in the federal funds rate.15

Figure 3: Impulse responses to those shocks that decrease prices in all dollarized
countries and the US, while increasing the federal funds rate. The shaded bars
indicate the variables and periods where the sign restrictions are imposed.

As Figure 3 shows, the additional restriction hardly a¤ects our previous results.
Apparently, nearly all shocks that increase the federal funds rate and decrease prices
in the dollarized countries, also decrease the US price level. Hence, the additional
restriction placed on US prices does not seem to add much information. This is
consistent with our underlying idea that a true monetary policy shock should decrease

15As in the previous section, we only impose the restrictions on prices after four months, to allow
for a short price increase after a monetary contraction as predicted by models with a working capital
channel.
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the price level in all countries that use the US dollar. Again, output fails to show a
clear response.
As can be seen by comparing Figure 4 with Figure 2, the distributions of impact

impulse responses are also hardly a¤ected by the additional restriction.

Figure 4: Distribution of the impact impulse responses underlying Figure 3.

4.3 A not-so-agnostic identi�cation procedure

Finally, we restrict the sign of the response of the �nal unrestricted variable (US real
GDP) and de�ne a contractionary US monetary policy shock as a shock that does
not lead to an increase in US prices and output, does not increase prices in all four
dollarized countries, and does not lead to a decrease in the federal funds rate. This
de�nition of a contractionary monetary policy shock is consistent with a standard
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New Keynesian model.16

Of course, now the approach is no longer agnostic, but it is still interesting to see
what this exercise produces. In particular, it gives an answer to the question: "How
di¢ cult is it, to �nd shocks that satisfy the standard New Keynesian de�nition of a
monetary policy shock?"

Figure 5: Impulse responses to those shocks that decrease prices in all dollarized
countries, prices and output in the US, while increasing the federal funds rate. The
shaded bars indicate the variables and periods where the sign restrictions are

imposed.

We have found it to be pretty di¢ cult. In this case, only 0.81 percent of all
candidate shocks satis�ed the imposed restrictions (against 4.77 percent in Section
16Here, we strictly follow the canonical New Keynesian model (which does not feature a working

capital channel) and impose the restrictions on prices as of impact already. Again, the results are
almost identical to those obtained when we remain slightly more agnostic by leaving prices initially
unrestricted for some months.
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4.2 and 4.90 percent in Section 4.1).17 Hence, there do not seem to be a lot of shocks
in the data that look like the standard New Keynesian monetary policy shocks that
we encounter so often in our models.

Figure 6: Distribution of the impact impulse responses underlying Figure 5.

5 Robustness

We have found the results reported in the previous section to be very robust to other
sample periods, di¤erent VAR speci�cations and to changes in the duration of the
imposed restrictions. In this section, we will describe some of the robustness checks
that we have conducted. As most of the graphs resulting from the checks are very
similar to the original ones, we do not include the �gures in the main text, but rather

17Given the small acceptance rate of the candidate shocks in this case, we increased the number
of candidate draws for M from 100,000 to 1,000,000.
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refer to an Appendix. Unless stated otherwise, results that are to follow apply to
the somewhat more agnostic identi�cation procedure, in which the restrictions are
imposed for one year after the shock (so K = 12). Again, when we restrict prices, we
only do this as of the fourth month after the shock has hit (unless stated otherwise)
to allow for the working capital view of monetary shocks.

5.1 VAR speci�cation

First, we investigated the robustness of our results to di¤erent speci�cations of the
VAR. We for example reproduced Figures 1 and 2 when we include a linear time
trend. As one can see in the Appendix, this hardly a¤ects the results. Similarly, one
can verify that following Giordani�s (2004) suggestion by estimating the VAR on the
output gap and in�ation (rather than on their levels, as is done in the benchmark
speci�cation) yields a very similar picture. Finally, we also checked that our results
are robust to the inclusion of either a monetary aggregate like M2 (as this is argued
for by Leeper and Roush (2003) and Favara and Giordani (2009) among others)
or to the inclusion of nonborrowed reserves (which was called for by Christiano,
Eichenbaum and Evans (1996)).18

5.2 Sample

As set out in Section 3, the benchmark results were generated by estimating the VAR-
coe¢ cients on samples of di¤erent lengths, so as to use all available information for
each country. In the Appendix we show that the results are fully robust to limiting
the analysis to the US, Panama and Puerto Rico only, in which case all coe¢ cients
can be estimated on data running from 1989:1 to 2010:7.
Moreover, the Appendix also contains results that were generated by restricting

the sample to the post-2001 period, during which all countries in our study were
o¢ cially dollarized. If we estimate the VAR over this period, we throw away the
available data points for the US, Panama and Puerto Rico from 1989:1 to 2000:12,
but as one can verify this does not seriously a¤ect the results either.
In addition, one can also consider di¤erent start and end dates for all variables

without signi�cantly a¤ecting the results. As reported in the Appendix, repeating
the analysis on data starting in 1984:1 (just after the Volcker disin�ation period), or
in 1974:1 (when our series for Panama�s CPI starts) does not really change anything.

18When we use the speci�cation with nonborrowed reserves, we need to end the sample in 2007:12.
Because of the �nancial crisis that followed, this variable turned negative from 2008:1 to 2008:11
(which prevents us from taking logs).
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Similarly, the results are also robust to excluding the �nancial crisis of the late 2000s
from the sample (in that case, we end the dataset in 2007:12 - when the Great
Recession started according to the NBER Business Cycle Dating Committee)

5.3 Sign restrictions

Finally, we also checked the robustness of our results by varying the number of
periods during which the sign restrictions are imposed (K). Uhlig (2005) �nds the
somewhat surprising result that the distribution of impulse responses for GDP moves
up with K (so the longer the sign restrictions are imposed, the bigger the output
puzzle becomes).

Figure 7: Impulse responses of GDP to those shocks that decrease prices in all
dollarized countries, while increasing the federal funds rate for di¤erent durations

of the sign restrictions.

As Figure 7 however shows, this is not the case in the present setting. Instead, the
output impulse responses hardly change as we vary the duration of the restrictions.
The impulse responses of the other variables are virtually una¤ected by our choice
of K as well (not reported).
Our results are also robust to imposing di¤erent starting periods for the sign

restrictions on prices. In our benchmark setting, we only impose the restrictions on
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prices as of the fourth month after the shock has hit (to allow for the working capital
view of monetary policy shocks). Of course, this is rather arbitrary, as economic the-
ory only suggests that the cost channel is unlikely to play a role "at longer horizons".
However, as shown in the Appendix, waiting with the imposition of the restrictions
on prices until eight months after the shock has hit, or imposing them as of impact
already, produces very similar results.

6 Conclusions and directions for future research

In this paper, we extend the traditional approach of identifying US monetary policy
shocks through sign restrictions on US variables with additional information. In
particular, we incorporate the fact that US monetary policy also a¤ects variables
in dollarized countries. This paper therefore adds price data from the latter to
the analysis. This makes it possible to place sign restrictions on more variables
(which should help to identify the shocks more precisely), while it is also useful in
distinguishing monetary from non-monetary US shocks, as the former are transmitted
rapidly to the client countries through �nancial markets, while the latter typically
need more time to arrive in a di¤erent region.
Once we include the dollarized countries in the analysis, we identify US mon-

etary shocks by imposing sign restrictions on the federal funds rate and on prices
in the dollarized countries only. This approach thus allows us to remain agnostic
with respect to the response of both US output and prices. The fact that one is
able to remain agnostic on the response of US prices has some value if one is sympa-
thetic to the working capital view of monetary policy shocks (as Barth and Ramey
(2001), Christiano, Eichenbaum and Evans (2005) and Ravenna and Walsh (2006)
are, among others). After all, if one believes that the working capital channel is
important (so that �rms need to borrow funds in order to be able to pay for their
production factors), the interest rate becomes a determinant of real marginal costs
and prices may show a short increase after a monetary contraction. In that case, one
misidenti�es the true monetary shock if a short-run positive price response is ruled
out by construction. The current paper is therefore more agnostic on this issue and
leaves the response of US prices unrestricted, while the sign restrictions on prices in
the dollarized countries are only imposed after several months.
The results of this exercise however suggest that the working capital channel does

not play a big role in the US: nearly all shocks that we identify decrease US prices as
of impact already. So according to this �nding, the US price puzzle does not seem
to be an empirical fact that is to be matched by theoretical models. It rather seems
to be a consequence of monetary policy shock misidenti�cation (as argued in Canova
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and Pina (2005) and Carlstrom, Fuerst and Paustian (2009)). For Ecuador and El
Salvador on the other hand, there is more evidence that the working capital channel
plays a role. This is consistent with the idea that the cost channel is more important
for emerging economies than it is for the US, as short-term bank �nancing typically
plays a bigger role in the former.
Finally, we �nd Uhlig�s (2005) conclusion that monetary shocks do not seem to

have a clear e¤ect on real GDP, to be very robust.19 So besides detecting only very
few innovations that satisfy the working capital view of monetary policy shocks in
the US, we do not �nd many shocks that are in line with a standard New Keynesian
model either.
For future work, one can think of extending the current analysis with even more

variables. As this reduces the parsimony of the VAR, this calls for a factor aug-
mented VAR-approach. Amir Ahmadi and Uhlig (2009) already do this with US
variables, which allows them to impose a large number of sign restrictions on the
latter. However, as argued before, variables in dollarized countries are subject to
the same monetary shocks as their US equivalents. Consequently, they also contain
useful information on US monetary policy. Adding data from dollarized economies
to a factor augmented VAR might therefore be a logical next step along this line of
research.
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