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Abstract

We show that three convenient statistical properties that are known to hold for the linear model with normal distributed errors that: (i.) when the variance is known, the likelihood based test statistics, Wald, Likelihood Ratio and Score or Lagrange Multiplier, coincide, (ii.) when the variance is unknown, exact test statistics exist, (iii.) the density of the maximum likelihood estimator (mle) of the parameters of a nested model equals the conditional density of the mle of the parameters of an encompassing model, also apply to a larger class of models. This class contains models that are nested in a linear model and allow for orthogonal parameters to span the difference with the encompassing linear model. Next to linear models, an important set of models that belongs to this class are the reduced rank regression models. An example of a reduced rank regression model is the instrumental variables regression model. We use the three convenient statistical properties to conduct exact inference in the instrumental variables regression model and use them to construct both the density of the limited information maximum likelihood estimator and novel exact statistics to test instrument validity, over-identification and hypotheses on all or subsets of the structural form parameters.

1 Introduction

Maximum likelihood estimators (mles) in standard linear models with exogenous regressors and (mixture of) normal disturbances have a number of appealing statistical properties. Two well-known examples of these properties are that the likelihood based test statistics, i.e. the Wald, Likelihood Ratio and Lagrange Multiplier or Score statistic, are identical when the variance is a priori known, see e.g. Engle (1984), and that test statistics with an exact distribution exist when the variance is unknown, i.e. the F-statistics. Another convenient property concerns the density of the mle of the parameters of the linear model, which is the least squares estimator. This density is equal to the conditional density of the mle of the parameters
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of an encompassing linear model given that the part of this mle that represents the difference between the nested and encompassing model is equal to zero. The latter property results from the normal distribution since the conditional densities of the elements of a bivariate normal distributed random vector are also normal. As a consequence of these three properties, we can both conduct tests on the parameters and construct the density of the mle in a straightforward way.

We show that the aforementioned properties hold for a more general class of statistical models than pure linear models which are also linear in the parameters. The convenient statistical properties namely apply to any model that is nested in a pure linear model and for which a set of orthogonal parameters, which concept we define later on and implies amongst others the global orthogonality as defined by Cox and Reid (1987), spans the difference with the encompassing linear model.

Next to standard linear models, an important class of models that allow for the construction of orthogonal parameters are reduced rank regression models. Reduced rank regression models are commonly used in econometrics and some well-known representatives of this class of models are, for example, the instrumental variables regression model, the error correction cointegration model, the factor model and the simultaneous equations model. We show that indeed the convenient statistical properties apply to these models, when they also satisfy the other assumptions, by analyzing the instrumental variables regression model. For the instrumental variables regression model, we construct the density of the mle, which is the limited information maximum likelihood (liml) estimator, and exact test statistics by using the convenient statistical properties that result from the orthogonal parameters.

The density of the liml estimator that we construct results from a different approach then the one traditionally pursued in the literature, see e.g. Mariano and Sawa (1973), Phillips (1983) and Anderson (1982). That approach constructs the density from a closed-form analytical expression of the liml estimator while our approach is based on a property which the liml estimator obeys, i.e., that it satisfies the first order condition. As a consequence, we obtain a different expression for the density then the one obtained previously. We compared our expression of the density with the sampling density of the liml estimator for a data generating process with strong endogeneity and for which we varied the quality of the instruments and the degree of over-identification. For all of the simulated data generating processes, the sampling and theoretical density of the liml estimator coincide. We also use the density of the liml estimator to illustrate the case of weak instruments, see e.g. Staiger and Stock (1997), for which we show that it leads to coinciding small sample and limiting distributions. In case of strong instruments, the density of the liml estimator converges to the density that corresponds with the limiting distribution which is known from the literature, see e.g. Hausman (1983).

Next to the marginal density of the liml estimator, we also obtain the marginal density of the mle of the orthogonal parameters. We use this mle to construct exact statistics with distributions that do not depend on nuisance parameters and that can be used to test hypotheses on the parameters of the instrumental variables regression model. This is remarkable as the distribution of the liml estimator is non-standard and depends on unobserved nuisance parameters. Because of these latter properties, the distributions of many statistics that test hypotheses on the parameters of the instrumental variables regression model depend on unobserved nuisance parameters, see e.g. Staiger and Stock (1997), Nelson and Startz (1990) and Zivot, Nelson and Startz (1998). The hypotheses that can be tested using the exact test statistics are: i. the validity of the instruments, ii. over-identification, iii. value of all the structural form parameters, iv. value of some of the structural form parameters. The Anderson-Rubin statistic, see Anderson and Rubin (1949), is one of the statistics that results (i) but we also
obtain novel exact statistics to conduct tests on (subsets of) the structural form parameters (iii. and iv.), whose distributions do not depend on the degree of over-identification. This is a well-known problem when one uses the Anderson-Rubin statistic to conduct tests on the structural form parameters. We also obtain a novel exact statistic to test for over-identification (ii.).

The paper is organized as follows. In section 2, we discuss the framework for constructing densities of mles and exact test statistics that results from the orthogonal parameters. Sections 3 and 4 apply the framework to the instrumental variables regression model. Section 3 constructs and discusses the distribution of the liml estimator while section 4 constructs and discusses the exact test statistics. Finally, the fifth section concludes.

Throughout the whole paper, the vec operator stands for the stacked columns of a matrix such that when \( A = (a_1 \cdots a_N) \), \( \text{vec}(A) = (a_1' \cdots a_N') \). Most of the time, we consider the estimator of a parameter \( a \), indicated by \( \hat{a} \), as a random variable and not as a function of the data. For reasons of space, we do not explicitly distinguish these two cases. \( a \) then represents the “true value”.

# 2 Distribution Maximum Likelihood Estimator and Test Statistics

## 2.1 The First Order Condition

We construct the distribution of the maximum likelihood estimator (mle) for linear models, that can be non-linear in the parameters, with normal disturbances and construct it from the first order condition (foc) for a maximum of the likelihood. We thus consider the model

\[
y = X f(\varphi) + \varepsilon,
\]

where \( y \) is a \( T \times 1 \) vector that contains the \( T \) observations of the dependent variable, \( X \) is a \( T \times k \) matrix of (weakly) exogenous regressors, \( \varepsilon \) is a \( T \times 1 \) vector that contains the disturbances and is assumed to be distributed as \( \varepsilon \sim N(0, \sigma^2 I_T) \), \( I_T \) is the \( T \times T \) dimensional identity matrix, \( f(\varphi) \) is a \( k \times 1 \) vector function in the \( m \times 1 \) vector \( \varphi \) that is continuous differentiable except (maybe) for some lower dimensional manifolds of the space on which \( \varphi \) is defined, i.e. the \( \mathbb{R}^m \), \( k \geq m \). Examples of model (1) are the standard linear model and, in case of more than one equation, the instrumental variables regression model.

The first order condition for a maximum of the (log-) likelihood reads

\[
\begin{align*}
\frac{1}{\sigma^2} \left( \frac{\partial f(\varphi)}{\partial \varphi} \right)' X' (y - X f(\hat{\varphi})) &= 0 \\
\frac{1}{\sigma^2} \left( \frac{\partial f(\varphi)}{\partial \varphi} \right)' X' X (X' X)^{-1} X' y - f(\hat{\varphi}) &= 0 \\
\left( (X' X)^{1/2} \left( \frac{\partial f(\varphi)}{\partial \varphi} \right) \sigma^{-1} \right)' \left( (X' X)^{1/2} \hat{\Phi} \sigma^{-1} - (X' X)^{1/2} f(\hat{\varphi}) \sigma^{-1} \right) &= 0 \\
\left( \frac{\partial \Theta}{\partial \psi} \right)' (\hat{\Theta} - r(\hat{\psi})) &= 0 \\
\left( \frac{\partial \Theta}{\partial \psi} \right)' \left( \frac{\partial \varphi}{\partial \psi} \right)' (\hat{\Theta} - r(\hat{\psi})) &= 0 \\
\left( \frac{\partial \Theta}{\partial \psi} \right)' \left( \frac{\partial \varphi}{\partial \psi} \right)' (\hat{\Theta} - r(\hat{\psi})) &= 0,
\end{align*}
\]

where \( \hat{\psi} \) and \( \hat{\varphi} \) are the mles of the respective parameters, \( \hat{\Phi} = (X' X)^{-1} X' y, \hat{\Theta} = (X' X)^{1/2} \hat{\Phi} \sigma^{-1}, \) \( r(\hat{\psi}) \) is a \( k \times 1 \) vector function in the \( m \times 1 \) (random) variable \( \psi \) which is such that \( r(\hat{\psi}) = \)
\((X'X)^{\frac{1}{2}} f(\hat{\psi}) \sigma^{-1}\) and an invertible relationship between \(\hat{\psi}\) and \(\hat{\varphi}\) exists such that \(\frac{\partial f}{\partial \hat{\psi}}\) is non-singular for all \(\hat{\varphi}, \hat{\psi}\). We have also used the chain rule of differentiation, \(\frac{\partial f}{\partial \hat{\varphi}}|_{\hat{\psi}} = \left(\frac{\partial f}{\partial \hat{\psi}}|_{\hat{\psi}}\right) \left(\frac{\partial \psi}{\partial \hat{\varphi}}|_{\hat{\psi}}\right)\).

We make the assumption.

**Assumption 1:** \(\left(\frac{\partial f}{\partial \hat{\varphi}}|_{\hat{\psi}}\right)\) has full rank for all values of \(\hat{\psi}\) except maybe on lower dimensional manifolds of the space of \(\hat{\psi}\), i.e. the \(\mathbb{R}^m\).

Assumption 1 is equivalent with assuming that \(\frac{\partial f}{\partial \hat{\varphi}}|_{\hat{\psi}}\) has full rank for all values of \(\varphi\) except maybe for lower dimensional manifolds of the space of \(\varphi\).

### 2.2 Orthogonal Parameters

The foc (2) can also directly be specified in terms of \(\hat{\psi}\),

\[
\left(\frac{\partial r}{\partial \hat{\psi}}|_{\hat{\psi}}\right)' \left(\hat{\Theta} - r(\hat{\psi})\right) = 0, \tag{3}
\]

such that we can solve for \(\hat{\psi}\) from the foc (3) and then obtain \(\hat{\varphi}\) from \(\hat{\psi}\) as \(\hat{\varphi} = \hat{\psi}\) and \(\hat{\psi}\) entertain an invertible relationship. In foc (3), \(\hat{\Theta}\) is a \(k \times 1\) vector while \(\hat{\psi}\) is a \(m \times 1\) vector. \(\hat{\psi}\) is consequently over-identified and no unique solution of \(\hat{\Theta}\) given \(r(\hat{\psi})\) to the foc (3) exists. To express the solutions of \(\hat{\Theta}\) given \(r(\hat{\psi})\) to the foc (3) in a convenient way we make the following assumption about the specification of \(\hat{\Theta}\).

**Assumption 2:** An invertible relationship between the \(k \times 1\) vector \(\hat{\Theta}\) and the \(m \times 1\) and \((k - m) \times 1\) vectors \(\hat{\psi}\) and \(\hat{\lambda}\) exists which reads

\[
\hat{\Theta} = r(\hat{\psi}) + q(\hat{\psi})\hat{\lambda} \tag{4}
\]

and where \(q(\hat{\psi})\) results from definition 1.

**Definition 1** \(q(\hat{\psi})\) is a \(k \times (k - m)\) matrix function of the \(m \times 1\) vector \(\hat{\psi}\) which satisfies

\[
i. \quad \left(\frac{\partial r}{\partial \hat{\varphi}}\right)' q(\hat{\psi}) \equiv 0
\]

\[
ii. \quad \left(\frac{\partial r}{\partial \hat{\varphi}}\right)' q(\hat{\psi}) \equiv 0
\]

\[
ni. \quad q(\hat{\psi})' q(\hat{\psi}) \equiv I_{k-m}. \tag{5}
\]

Assumption 2 essentially contains two conditions as it both implies that an invertible relationship between \(\hat{\Theta}\) and \((\hat{\psi}, \hat{\lambda})\) exists and that \(\hat{\Theta}\) is a linear function of \(\hat{\lambda}\) as specified in (4). Definition 1 also consists of more than one condition. Its second condition partly results from the first condition such that models exist for which \(q(\hat{\psi})\) satisfies all three conditions jointly although the number of restrictions in (5) \((k(k - m + 1))\) exceeds the total number of elements of \(q(\hat{\psi})\) \((k(k - m))\). Examples of these models are linear models and reduced rank regression models. For many other models it is not possible to construct \(q(\hat{\psi})\) such that it accords with all of the conditions in definition 1. These models then do not allow for the kind of analysis that we conduct lateron.
$q(\hat{\psi})$ spans the space of solutions to the foc (3) since we can add $q(\hat{\psi})\hat{\lambda}$ to every solution $\hat{\Theta} = r(\hat{\psi})$, for every $\hat{\lambda}$ that is an element of the $\mathbb{R}^{k-m}$, and still the foc (3) is satisfied. The solutions to the foc (3) thus span a $k-m$ dimensional manifold in the space of $\hat{\Theta}$, which is the $\mathbb{R}^k$, see Hillier and Armstrong (1998) and Tjur (1980). Values of $\hat{\Theta}$, like $\hat{\Theta} = r(\hat{\psi}) + q(\hat{\psi})\hat{\lambda}$, thus exist that satisfy the foc (3) but which essentially do not correspond with the analyzed model (1) because no $f(\hat{\varphi})$ exists such that $f(\hat{\varphi}) = (X'X)^{-\frac{1}{2}}\hat{\Theta}\sigma$.

Since an invertible relationship exists between $\hat{\Theta}$ and $(\hat{\psi}, \hat{\lambda})$, we can construct the density of $(\hat{\psi}, \hat{\lambda})$ from the density of $\hat{\Theta}$. $\hat{\Theta}$ results from the least squares estimator $\hat{\Phi}$, i.e. it consists of the “t-values of $\hat{\Phi}$”, which has a known distribution

$$\hat{\Phi} \sim N(\Phi, \sigma^2(X'X)^{-1}),$$

where $\Phi = f(\varphi)$, such that the distribution of $\hat{\Theta}$ reads

$$\hat{\Theta} \sim N(\Theta, I_k),$$

where $\Theta = r(\psi) = (X'X)^{\frac{1}{2}}f(\varphi)\sigma^{-1}$, with density

$$p(\hat{\Theta}) \propto \exp \left[-\frac{1}{2} (\hat{\Theta} - \Theta)'(\hat{\Theta} - \Theta)\right].$$

The density of $(\hat{\psi}, \hat{\lambda})$ then results after an appropriate transformation of random variables,

$$p(\hat{\psi}, \hat{\lambda}) \propto p(\hat{\Theta}(\hat{\psi}, \hat{\lambda}))|J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))|,$$

where $J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))$ is the Jacobian of the transformation from $\hat{\Theta}$ to $(\hat{\psi}, \hat{\lambda})$, and we obtain the density of the mle by integrating (9) over $\hat{\lambda}$, see Hillier and Armstrong (1999) and Tjur (1980),

$$p(\hat{\psi}) = \int_{E_{k-m}} p(\hat{\psi}, \hat{\lambda})d\hat{\lambda}.$$ 

The density of the mle can, however, also be obtained by using the specification of $\hat{\Phi}$ (4) and $q(\hat{\psi})$ (5). This specification implies a.o. a special structure for the Jacobian that is stated in theorem 2.

**Theorem 2** The Jacobian of the transformation from $\hat{\Theta}$ to $(\hat{\psi}, \hat{\lambda})$ is characterized by

$$\begin{vmatrix} J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda})) \end{vmatrix} = \left| \left( \left( \frac{\partial r}{\partial \varphi} \right) + \left( \lambda' \otimes I_k \left( \frac{\partial vec(\varphi)}{\partial \varphi} \right) \right)' \left( \left( \frac{\partial r}{\partial \varphi} \right) + \left( \lambda' \otimes I_k \left( \frac{\partial vec(\varphi)}{\partial \varphi} \right) \right) \right) \right|^{\frac{1}{2}}$$

$$= \left| \left( \frac{\partial r}{\partial \varphi} \right) + \left( \lambda' \otimes I_k \left( \frac{\partial vec(\varphi)}{\partial \varphi} \right) \right)' \left( \left( \frac{\partial r}{\partial \varphi} \right) + \left( \lambda' \otimes I_k \left( \frac{\partial vec(\varphi)}{\partial \varphi} \right) \right) \right) \right|^{\frac{1}{2}}.$$ 

**Proof.**

$$\begin{vmatrix} J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda})) \end{vmatrix} = \left| \left( \frac{\partial \Phi}{\partial \varphi} \frac{\partial \Phi}{\partial \lambda} \right) \right|$$

$$= \left| \left( \frac{\partial r}{\partial \varphi} \right) + \left( \lambda' \otimes I_k \left( \frac{\partial vec(\varphi)}{\partial \varphi} \right) \right) \right| q(\hat{\psi})$$

$$= \left| J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))(J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda})))' \right|^{\frac{1}{2}}.$$ 
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Definition 1 implies that \( q(\hat{\psi}) \circ q(\hat{\psi}) = I_{k-m} \), such that
\[
\left[ (I_{k-m} \otimes q(\hat{\psi}))' + \left( q(\hat{\psi})' \otimes I_{k-m} \right) K_{k,(k-m)} \left( \frac{\partial \text{vec}(q)}{\partial \psi'} \bigg|_{\hat{\psi}} \right) \right] = 0 \Leftrightarrow
\]
\[
\left[ K_{k,(k-m)} + I_{k-m} \right] \left( I_{k-m} \otimes q(\hat{\psi})' \right) \left( \frac{\partial \text{vec}(q)}{\partial \psi'} \bigg|_{\hat{\psi}} \right) = 0,
\]
where \( K_{k,(k-m)} \) is a \( k \times (k-m) \) dimensional commutation matrix such that \( K_{k,(k-m)} \circ \text{vec}(A') = \text{vec}(A) \) with \( A \) a \( (k-m) \times (k-m) \) matrix, see Magnus and Neudecker (1988), and which implies that
\[
\left( I_{k-m} \otimes q(\hat{\psi})' \right) \left( \frac{\partial \text{vec}(q)}{\partial \psi'} \bigg|_{\hat{\psi}} \right) = 0.
\]
Combining this with the definition, \( \left( \frac{\partial r}{\partial \psi'} \bigg|_{\hat{\psi}} \right)' q(\hat{\psi}) = 0 \), we obtain
\[
\left( \left( \frac{\partial r}{\partial \psi'} \bigg|_{\hat{\psi}} \right) + \left( \lambda' \otimes I_k \right) \left( \frac{\partial \text{vec}(q)}{\partial \psi'} \bigg|_{\hat{\psi}} \right) \right)' q(\hat{\psi}) = 0.
\]
These results imply that \( J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))' J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda})) \frac{1}{2} \) is equal to (11).

Theorem 2 shows that the random variables \( \hat{\psi} \) and \( \hat{\lambda} \) are globally orthogonal as defined by Cox and Reid (1987). This results as the information matrix of \( (\hat{\psi}, \hat{\lambda}) \), which equals \( J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))' J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda})) \), is block diagonal. As a consequence, the conditional density of \( \hat{\psi} \) given \( \hat{\lambda} \) only minorly depends on \( \hat{\lambda} \). The global orthogonality results only from conditions (ii.) and (iii.) from definition 1 and condition (i.) is redundant for it. The orthogonality that results from definition 1 is therefore stronger, and thus more restrictive, than the global orthogonality defined by Cox and Reid.

### 2.3 The Density of the MLE and the Score Vector

In appendix A, we construct the marginal densities of the mle \( \hat{\psi} \) and the random variable \( \hat{\lambda} \) which, is both orthogonal to \( \hat{\psi} \) and spans the difference with the encompassing linear model and, is equal to the score vector. Theorem 3 states these marginal densities.

**Theorem 3** When \( r(\hat{\psi}) \) and \( \hat{\Theta} \) satisfy assumptions 1, 2, the conditions from definition 1 and \( \Theta = r(\psi) \), the marginal density of \( \hat{\psi} \) reads
\[
p(\hat{\psi}) = \int_{\mathbb{R}^{k-m}} p(\hat{\psi}, \hat{\lambda}) d\hat{\lambda}
\]
\[
= p(\hat{\psi} | \hat{\lambda} = 0)
\]
\[
\propto \left| \left( \frac{\partial r}{\partial \psi'} \bigg|_{\hat{\psi}} \right) \left( \frac{\partial r}{\partial \psi'} \bigg|_{\hat{\psi}} \right) \right|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} \left( r(\hat{\psi}) - r(\psi) \right)' \left( r(\hat{\psi}) - r(\psi) \right) \right],
\]
and the marginal density of the score vector \( \hat{\lambda} \) that results from assumption 2 and definition 1 reads
\[
p(\hat{\lambda}) \propto \exp \left[ -\frac{1}{2} \hat{\lambda}' \hat{\lambda} \right].
\]
Proof. see Appendix A. ■

The marginal density of \( \hat{\psi} \) (12) is proportional to the conditional density of \((\hat{\psi}, \hat{\lambda})\) given that \( \hat{\lambda} = 0 \),

\[
p(\hat{\psi}) = p(\hat{\psi}|\hat{\lambda} = 0) \\
\propto p(\hat{\psi}, \hat{\lambda})|_{\hat{\lambda} = 0} \\
\propto p(\Theta(\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda} = 0} \left| J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda} = 0} \right|, \tag{14}
\]

and corresponds with the conditional densities given a conditioning statistic that are constructed in, e.g., Barndorff-Nielsen (1980, 1983). Equation (14) therefore shows that, when the analyzed model (1) allows for the orthogonal parameters stated in definition 1, the marginal density of the mle is equal to the conditional density of the mle given the orthogonal conditioning statistic evaluated at the parameter point where the orthogonal conditioning statistic is equal to zero. Cox and Reid (1987) argue that in case \( \hat{\psi} \) and \( \hat{\lambda} \) are globally orthogonal that the conditional density of \( \hat{\psi} \) given \( \hat{\lambda} \) only minorly depends on \( \hat{\lambda} \). As the orthogonality that results from definition 1 is stronger than global orthogonality, since we added condition (i.), we are also able to make a stronger statement, that the marginal density of \( \hat{\psi} \) is equal to the conditional density given that \( \hat{\lambda} = 0 \). This results as, because of condition (i.), not only the information matrix is block-diagonal, which resulted from conditions (ii.)-(iii.), but also no products of \( r(\hat{\psi}) \) and \( \hat{\lambda} \) in the exponent term of the density of \( \hat{\Theta} \) appear. The only element of the exponent term where \( \hat{\psi} \) and \( \hat{\lambda} \) appear jointly is \( \Theta' q(\hat{\psi}) \hat{\lambda} \), as \( \hat{\lambda} q(\hat{\psi})' q(\hat{\psi}) \hat{\lambda} = \hat{\lambda} \hat{\lambda} \), that solely operates in the space orthogonal to \( r(\hat{\psi}) \). It therefore does not interfere with \( r(\hat{\psi}) \) and the marginal density of \( \hat{\psi} \). The orthogonality of \( \hat{\psi} \) and \( \hat{\lambda} \) comes close to stochastic independence which implies that the marginal density of \( \hat{\psi} \) is equal to the conditional density given any value of \( \hat{\lambda} \) while it is only equal to the conditional density given that \( \hat{\lambda} \) is equal to zero in case of orthogonality.

The specification of \((\hat{\psi}, \hat{\lambda})\) from definition 1 satisfies the sufficient conditions for a unique conditional density of \( \hat{\Theta} \) given that \( \hat{\Theta} = r(\hat{\psi}) \), see Kleibergen (2000). The density (14) results from this unique conditional density

\[
p(\hat{\Theta})|_{\hat{\Theta} = r(\hat{\psi})} \propto p(\hat{\psi}(\hat{\Theta}), \hat{\lambda}(\hat{\Theta}))|_{\hat{\Theta} = r(\hat{\psi})} \left| J((\hat{\psi}, \hat{\lambda}), \hat{\Theta})|_{\hat{\Theta} = r(\hat{\psi})} \right|, \tag{15}
\]

where \( p(\hat{\psi}(\hat{\Theta}), \hat{\lambda}(\hat{\Theta}))|_{\hat{\Theta} = r(\hat{\psi})} \propto p(\hat{\psi}, \hat{\lambda})|_{\hat{\lambda} = 0} \). So, although values of \( \hat{\Theta} \) exist that satisfy the foc (3) but which essentially do not correspond with the analyzed model (1), when we integrate over these values to obtain the density of the mle \( \hat{\psi} \), we obtain a density of the mle that can be considered to consist of just those solutions to the foc that exactly correspond with the analyzed model. Thus the solution of \( \hat{\Theta} \) to the foc (3) given \( r(\hat{\psi}) \) is not uniquely defined but we can construct the density of \( \hat{\psi} \) from the unique conditional density of \( \hat{\Theta} \) given that \( \hat{\Theta} = r(\hat{\psi}) \).

The marginal density (13) of \( \hat{\lambda} \) can be used to construct statistics that test the restriction imposed on \( \hat{\Theta}, \hat{\Theta} = r(\hat{\psi}) \), that leads to the marginal density of \( \hat{\psi} \) (14). As a result of definition 1, \( q(\hat{\psi}) \) is both orthogonal to \( r(\hat{\psi}) \) and \( \frac{\partial r}{\partial \hat{\psi}} \). As a consequence, in case of a known variance, \( \hat{\lambda} \hat{\lambda} \) is equal to all three of the likelihood based test statistics, i.e. the Score, Wald and Likelihood Ratio statistic. The equality of these three test statistics, in case of a known value of the variance, thus holds when we can represent the difference between the null and alternative hypothesis with orthogonal parameters, which occurs, for example, when we test in linear models.
2.4 The Density of the MLE with known variance

The marginal density of the mle (12) is defined in terms of the parameters of the orthogonal specification from definition 1. This density can be transformed into the density of the mle of the parameters of the original model (1) which then becomes

\[ p(\hat{\phi}) \propto \sigma^{-2} \left( \frac{\partial f}{\partial \phi} \right)^{' \prime} X'X \left( \frac{\partial f}{\partial \phi} \right)^{\prime 2} \exp \left[ -\frac{1}{2\sigma^2} (f(\hat{\phi}) - f(\phi))'X'(f(\hat{\phi}) - f(\phi)) \right]. \]  

(16)

The density (16) consists of the square root of the determinant of the observed information matrix and the exponent term of a normal density. All these elements can directly be constructed once we have specified the model (1) as the orthogonal parameters, that are defined in definition 1, are not directly present in (16). These orthogonal parameters are, however, crucial for constructing (16) and (16) is not a valid reflection of the density of the mle when we cannot construct orthogonal parameters that satisfy all the conditions from assumption 2 and definition 1. Especially the first two conditions in definition 1 are important in this respect as they both need to be satisfied. These two conditions imply that the number of restrictions on \( q(\psi) \) exceeds the number of elements of \( q(\bar{\psi}) \). For many specifications of \( f(\varphi) \) we are therefore only able to construct \( q(\psi) \) such that just the second and third conditions are satisfied. This shows that we explicitly have to verify the conditions from definition 1 and that we cannot apply (16) mechanically.

2.5 The Density of the MLE using a Variance Estimator

When \( \sigma^2 \) is unknown, we use the joint density of \((\hat{\psi}, \hat{\lambda})\) and an unbiased variance estimator that is stochastic independent from \((\hat{\psi}, \hat{\lambda})\) to construct the density of the mle. A convenient estimator of \( \sigma^2 \) for this purpose is based on the estimator that results from the least squares regression of \( X \) on \( y \),

\[ s^2 = \frac{1}{T-k} y'M_X y = \frac{1}{T-k} (y - X\hat{\Phi})'(y - X\hat{\Phi}), \]  

(17)

which is distributed as

\[ (T-k) \frac{s^2}{\sigma^2} \sim \chi^2(T-k), \]  

(18)

and stochastic independent from \( \hat{\Phi} \). The convenient estimator \( \hat{\sigma}^2 \) then results as

\[ \hat{\sigma}^2 = \sigma^2 (s^2)^{-1} \sigma^2 \]  

(19)

and is distributed as

\[ \hat{\sigma}^2 \sim iW((T-k)\sigma^2, T-k), \]  

(20)

where \( iW \) stands for inverted-Wishart, with density

\[ p(\hat{\sigma}^2) \propto |\hat{\sigma}^2|^{-\frac{k(T-k+2)}{2}} \exp \left[ -\frac{(T-k)\sigma^2}{2\hat{\sigma}^2} \right]. \]  

(21)

Note that the estimator \( \hat{\sigma}^2 \) defined in (19) depends on the unknown variance \( \sigma^2 \) and can therefore not be constructed as such. We, however, only use \( \sigma^2 \) to construct the density of the
mle $\hat{\phi}$ as it leads to a more convenient expression of this density than $s^2$. Since $s^2$ is stochastic independent from the least squares estimator $\hat{\Phi}$ also $\hat{\sigma}^2$ is stochastic independent of $\hat{\Theta}$. The resulting density of $(\hat{\psi}, \lambda, \hat{\sigma}^2)$ then becomes

$$
p(\hat{\psi}, \lambda, \hat{\sigma}^2) \propto p(\hat{\Theta}(\hat{\psi}), \lambda) J(\hat{\Theta}(\hat{\psi}), \hat{\lambda}))
$$

where $\hat{\Theta} = (X'X)^{-1} \hat{\Phi} \hat{\sigma}^{-1}$ and is stochastic independent from $\hat{\sigma}^2$. Identical to (14), we obtain the joint density of the mle $\hat{\psi}$ and $\hat{\sigma}^2$ as the conditional density of $(\hat{\psi}, \hat{\sigma}^2)$ given that $\lambda = 0$

$$
p(\hat{\psi}, \hat{\sigma}^2) \propto p(\hat{\psi}, \lambda, \hat{\sigma}^2)|_{\lambda=0}
$$

Instead of $\sigma^2$, we now use $\hat{\sigma}^2$ to solve for $\hat{\phi}$ from $\hat{\psi}$ to obtain the joint density of $(\hat{\phi}, \hat{\sigma}^2)$,

$$
p(\hat{\phi}, \hat{\sigma}^2) \propto p(\hat{\psi}(\hat{\phi}), \hat{\sigma}^2) J(\hat{\psi}, \hat{\phi})
$$

$$
\propto \left| \hat{\sigma}^{-2} \left( \frac{\partial f}{\partial \phi} \right)' X'X \left( \frac{\partial f}{\partial \phi} \right) \right|^\frac{k}{2} \exp \left[ -\frac{1}{2\hat{\sigma}^2} (f(\hat{\phi}) - f(\phi))^2 \right] X'X (f(\phi) - f(\phi))
$$

Although $\hat{\sigma}^2$ is stochastic independent from $\hat{\psi}$, $\hat{\sigma}^2$ and $\hat{\phi}$ are not stochastic independent since we use $\hat{\sigma}^2$ to solve $\hat{\phi}$ from $\hat{\psi}$. As a consequence, the marginal density of $\sigma^2$ that results from (24) differs from (21). We show an example of this in section 3.3.

The joint density (24) shows why we use $\hat{\sigma}^2$ instead of $s^2$, as the estimator of $\sigma^2$, since the exponent term of the joint density now only has $\hat{\sigma}^2$ in the denominator. This allows us to obtain some further analytical results as we show in section 3.3 for the limited information maximum likelihood estimator.

### 2.6 The Distribution of Score, Wald and Likelihood Ratio Statistics

The score vector, who’s marginal density is (13), can be obtained from the second and third condition from definition 1

$$
q(\hat{\psi}) = (X'X)^{-\frac{1}{2}} \left( \frac{\partial f}{\partial \phi} \right) \sigma \left( \sigma^2 \left( \frac{\partial f}{\partial \phi} \right)' \left( X'X \right)^{-1} \left( \frac{\partial f}{\partial \phi} \right) \right)^{-\frac{1}{2}}
$$

$$
\hat{\lambda} = q(\hat{\psi})' \hat{\Theta} = \left( \sigma^2 \left( \frac{\partial f}{\partial \phi} \right)' \left( X'X \right)^{-1} \left( \frac{\partial f}{\partial \phi} \right) \right)^{-\frac{1}{2}} \left( \frac{\partial f}{\partial \phi} \right)' \left( X'X \right)^{-1} X'y,
$$

where we use the least squares estimator $(q(\hat{\psi})' q(\hat{\psi}))^{-1} q(\hat{\psi})' \hat{\Theta} = q(\hat{\psi})' \hat{\Theta}$ to obtain $\hat{\lambda}$ from $\hat{\Theta}$ as $q(\hat{\psi})$ is orthogonal to $r(\hat{\psi})$, such that

$$
\hat{\lambda} = yX(X'X)^{-1} \left( \frac{\partial f}{\partial \phi} \right) \sigma \left( \sigma^2 \left( \frac{\partial f}{\partial \phi} \right)' \left( X'X \right)^{-1} \left( \frac{\partial f}{\partial \phi} \right) \right)^{-1} \left( \frac{\partial f}{\partial \phi} \right) (X'X)^{-1} X'y
$$

$$
= \frac{1}{\sigma} y \left[ M_X \left( \frac{\partial f}{\partial \phi} \right) - M_X \right] y
$$

$$
\sim \chi^2(k - m),
$$

where $M_V = I_T - V(V'V)^{-1}V'$, $V = X \left( \frac{\partial f}{\partial \phi} \right)'$, $V = X$, and which tests the null-hypothesis $H_0 : \Phi = f(\phi)$ against $H_1 : \Phi \neq f(\phi)$.
We use the expression of the score vector to construct the statistic \( \hat{\lambda}' \hat{\lambda} \). Because of the orthogonality of \( q(\hat{\psi}) \) to both \((X'X)^{-1} \frac{\partial}{\partial \psi} q(\hat{\psi})\) and \((X'X)^{-1} \frac{\partial}{\partial \phi} f(\hat{\phi})\), which results from definition 1, \( \hat{\lambda}' \hat{\lambda} \) is equal to all three of the likelihood based test statistics, i.e. Score, Wald and Likelihood Ratio, when the variance is known. We only use the second and third condition of definition 1 to construct the score in (25) but also the first condition has to hold for (26) to be valid. This first condition is not automatically satisfied when the second and third condition hold such that we have to verify it explicitly.

When the value of \( \sigma^2 \) is unknown, we use the estimator \( s^2 \) (17) in (26) and divide (26) by both \( \frac{s^2}{\sigma^2} \) and \( k - m \) such that it becomes,

\[
F(H_0|H_1) = \frac{1}{(k-m)\sigma^2} y' \left[ M_X \left( \frac{\partial}{\partial \psi} q(\hat{\psi}) \right) - M_X \right] y \\
= \frac{1}{k-m} \frac{\hat{\lambda}' \hat{\lambda}}{\sigma^2} \\
= \frac{1}{\sigma^2 y' \left[ M_X \left( \frac{\partial}{\partial \psi} q(\hat{\psi}) \right) - M_X \right] y} \left( \frac{1}{(k-m)\sigma^2} \right) / (T-k) \\
\sim \frac{\chi^2(k-m)/(k-m)}{\chi^2(T-k)/(T-k)} \\
\sim F(k-m, T-k),
\]

since \((\hat{\psi}, \hat{\lambda})\) are stochastic independent from \( s^2 \). Equation (27) is related to both the Likelihood Ratio statistic, because it uses the mle under \( H_0 \), \( \hat{\phi} \), and the Wald statistic, since the covariance matrix \( s^2 \) is computed under \( H_1 \). It shows that we can construct an exact statistic to test the null hypothesis of model (1) against the alternative hypothesis of an encompassing linear model when we are able to construct a set of orthogonal parameters that satisfy all conditions from definition 1.

The statistic in (27) tests the analyzed model (1) against an encompassing linear model. The degrees of freedom of the \( F \) distribution of the statistic, \( k - m \), can then be quite large which affects the power of the statistic. We can often also construct exact statistics that test a nested model against an encompassing model, that both allow for the construction of orthogonal parameters which satisfy the conditions from assumption 2 and definition 1, where the encompassing model does not have to be linear. Examples of this in case of the instrumental variables regression model are discussed in section 4.

In the next sections, we apply the above results to conduct exact inference in the instrumental variables regression model. We both construct the density of the limited information maximum likelihood estimator, for which we show that the resulting density accurately represents the sampling density, and exact test statistics.

### 3 Density of the LIML Estimator

Next to standard linear models, an important class of models that allow for the construction of the orthogonal parameters, that result from assumption 2 and definition 1, are the so-called reduced rank regression models. Examples of reduced rank regression models in econometrics and time series analysis are cointegration, factor and simultaneous equation models. We use the methodology developed in the previous section to construct the density of the mle of the parameters of the instrumental variables regression model, i.e. the limited information maximum likelihood (liml) estimator, which belongs to the latter class of reduced rank regres-
sion models. In the next section, we also construct exact statistics to test hypotheses on the parameters of this model.

3.1 Instrumental Variable Regression Model

The instrumental variables regression model in structural form can be represented as a limited information simultaneous equation model, see e.g. Hausman (1983) and Kleibergen and Zivot (1998),

\[ y_1 = Y_2 \beta + Z \gamma + \varepsilon_1 \]
\[ Y_2 = X \Pi + Z T + V_2, \]

where \( y_1 \) and \( Y_2 \) are a \( T \times 1 \) and \( T \times (m-1) \) matrix of endogenous variables, respectively, \( Z \) is a \( T \times k_1 \) matrix of included exogenous variables, \( X \) is a \( T \times k_2 \) matrix of excluded exogenous variables (or instruments), \( \varepsilon_1 \) is a \( T \times 1 \) vector of structural errors and \( V_2 \) is a \( T \times (m-1) \) matrix of reduced form errors. The \( (m-1) \times 1 \) and \( k_1 \times 1 \) parameter vectors \( \beta \) and \( \gamma \) contain the structural parameters. The variables in \( X \) and \( Z \) are assumed to be of full column rank, uncorrelated with \( \varepsilon_1 \) and \( V_2 \), and weakly exogenous for the parameters \( \beta \) and \( \Pi \), see Engle et al. (1983). The error terms \( \varepsilon_{1i} \) and \( V_{2t} \), where \( \varepsilon_{1i} \) denotes the \( t \)-th observation on \( \varepsilon_1 \) and \( V_{2t} \) is a column vector denoting the \( t \)-th row of \( V_2 \), are assumed to be normally distributed with zero mean, and to be serially uncorrelated and homoskedastic with \( m \times m \) covariance matrix

\[ \Sigma = \text{var} \left( \begin{pmatrix} \varepsilon_{1i} \\ V_{2t} \end{pmatrix} \right) = \begin{pmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{pmatrix}, \]

which is assumed to be unknown. The degree of endogeneity of \( Y_2 \) in (28) is determined by the vector of correlation coefficients defined by \( \rho = \Sigma_{22}^{-1/2} \Sigma_{21} \sigma_{11}^{-1/2} \) and the quality of the instruments is captured by \( \Pi \).

Substituting the reduced form equation for \( Y_2 \) into the structural equation for \( y_1 \) gives the non-linearly restricted reduced form specification

\[ Y = X \Pi B + Z \Psi + V, \]

where \( Y = \begin{pmatrix} y_1 \\ Y_2 \end{pmatrix}, B = \begin{pmatrix} \beta \\ I_{m-1} \end{pmatrix}, \Psi = \Gamma B + \begin{pmatrix} \gamma \\ 0 \end{pmatrix}, V = \begin{pmatrix} v_1 \\ V_2 \end{pmatrix}, v_1 = \varepsilon_1 + V_2 \beta \)

and, hence, \((v_{1i}, V_{2t})'\) has covariance matrix

\[ \Omega = \text{var} \left( \begin{pmatrix} v_{1i} \\ V_{2t} \end{pmatrix} \right) = \begin{pmatrix} \omega_{11} & \omega_{12} \\ \omega_{21} & \omega_{22} \end{pmatrix} = \begin{pmatrix} \epsilon_{1}' \\ B \end{pmatrix}' \Sigma \begin{pmatrix} \epsilon_{1}' \\ B \end{pmatrix}, \]

where \( \epsilon_1 : m \times 1 \) is the first \( m \) dimensional unity vector. Note that \( \Psi \) is a unrestricted \( k_1 \times m \) matrix.

The unrestricted reduced form of the model expresses each endogenous variable as a linear function of the exogenous variables and is given by

\[ Y = X \Phi + Z \Psi + V, \]

where \( \Phi : k_2 \times m \). Since the unrestricted reduced form is a multivariate linear regression model, all of the reduced form parameters are identified. It is assumed that \( k_2 \geq m-1 \) so that the structural parameter vector \( \beta \) is “apparently” identified by the order condition. We call the model just-identified when \( k_2 = m-1 \) and the model over-identified when \( k_2 > m-1. k_2-m+1 \)
is therefore the degree of over-identification. \( \beta \) is identified if and only if \( \text{rank}(\Pi) = m - 1 \). The extreme case in which \( \beta \) is totally unidentified occurs when \( \Pi = 0 \) and, hence, \( \text{rank}(\Pi) = 0 \), see Phillips (1989). The case of “weak instruments”, as discussed by Nelson and Startz (1990), Staiger and Stock (1997), Wang and Zivot (1998), and Zivot, Nelson and Startz (1998), occurs when \( \Pi \) is close to zero or, as discussed by Kitamura (1994), Dufour and Khalaf (1997) and Shea (1997) when \( \Pi \) is close to having reduced rank.

The parameter \( \beta \) is typically the focus of the analysis. We can therefore simplify the presentation of the results without changing their implications by setting \( \gamma = 0 \) and \( \Gamma = 0 \) (\( \Psi = 0 \)) so that \( Z \) drops out of the model. In what follows, let \( k = k_2 \) denote the number of instruments. We note that the form of the analytical results for \( \beta \) in this simplified case carry over to the more general case where \( \gamma \neq 0 \) and \( \Gamma \neq 0 \) by interpreting all data matrices as residuals from the projection on \( Z \).

### 3.2 LIML estimator

The mle of \( \beta, \hat{\beta} \), is obtained from the concentrated log-likelihood that results when we have concentrated out \( \Pi \) and \( \Sigma \) from the log-likelihood of the parameters of the model (28), see e.g. Hausman (1983),

\[
\log(L(\beta | X, Y)) = \frac{1}{2} T \log \left( \frac{\langle (y_1 - Y_2 \beta)'X (y_1 - Y_2 \beta) \rangle}{\langle (y_1 - Y_2 \beta)'(y_1 - Y_2 \beta) \rangle} \right) = \frac{1}{2} T \log \left( 1 - \frac{(y_1 - Y_2 \beta)'X (X'X)^{-1}X'(y_1 - Y_2 \beta)}{(y_1 - Y_2 \beta)'(y_1 - Y_2 \beta)} \right)
\]

(33)

where \( \eta = \frac{(y_1 - Y_2 \beta)'X (X'X)^{-1}X'(y_1 - Y_2 \beta)}{(y_1 - Y_2 \beta)'(y_1 - Y_2 \beta)} \). Since the concentrated log-likelihood of \( \beta \) is a monotonic decreasing function of \( \eta \), maximizing with respect to \( \beta \) is identical to finding the minimal value of \( \eta \)

\[
\eta = \min_{\beta} \left[ \frac{(y_1 - Y_2 \beta)'X (X'X)^{-1}X'(y_1 - Y_2 \beta)}{(y_1 - Y_2 \beta)'(y_1 - Y_2 \beta)} \right], \quad (34)
\]

which is identical to solving the eigenvalue problem

\[
\begin{align*}
|\eta Y'Y - Y'X (X'X)^{-1}X'Y| &= 0 \iff \\
|\eta I_m - (Y'Y)^{-1} \Phi X'X \Phi| &= 0,
\end{align*}
\]

(35)

where \( \Phi = (X'X)^{-1}X'Y \), and to use the smallest root of (35), see Anderson and Rubin (1949) and Hood and Koopmans (1953). The lliml estimator of \( \beta, \hat{\beta} \), is then constructed such that the eigenvector associated with \( \eta \) equals \( a(1 - \hat{\beta} \)' \), where \( a \) is the first element of the eigenvector associated with \( \eta \).

### 3.3 Reduced Rank Restriction on Random Matrix

The lliml estimator constructed previously uses the likelihood of the structural form (28). The foc (2), that we use to construct the density of the mle, is, however, specified on the linear model (1). We therefore use the unrestricted and restricted reduced forms, (32) and (30), to construct the density of the lliml estimator. The distribution of the least squares estimator of the unrestricted reduced form results from the assumption of normality of the disturbances and the weak exogeneity of \( X \) for \( (\beta, \Pi) \)

\[
\Phi \sim N(\Phi, \Omega \otimes (X'X)^{-1}),
\]

(36)
where $\Phi = \Pi B$ contains the “true values” of the parameters $\beta$ and $\Pi$. The density of the mle in the previous section is constructed using the density of the “$t$-values” of the least squares estimator

$$
\hat{\Theta} = (X'X)^{\frac{1}{2}} \Phi \Omega^{-\frac{1}{2}},
$$

(37)

whose distribution directly results from (36)

$$
\hat{\Theta} \sim N(\Theta, I_m \otimes I_k),
$$

(38)

where $\Theta = (X'X)^{\frac{1}{2}} \Phi \Omega^{-\frac{1}{2}}$, with density

$$
\rho(\Theta) \propto \exp \left[ -\frac{1}{2} t^T \left( \Theta - \Theta \right)' \left( \Theta - \Theta \right) \right].
$$

(39)

The crucial element for the construction of the density of the mle is the specification of the parameters that are orthogonal to the parameters of the restricted reduced form. An elegant representation for these orthogonal parameters results from specifying $\hat{\Theta}$ as, see (4),

$$
\hat{\Theta} = \hat{\Gamma} \hat{D} + \hat{\Gamma}_1 \hat{D}_1,
$$

(40)

with $\hat{\Gamma} \hat{D} = (X'X)^{\frac{1}{2}} \Pi \hat{B} \Omega^{\frac{1}{2}}$, $\hat{B} = (\hat{\beta} \ I_{m-1})$, such that we, for example, can specify $\hat{\Gamma} : k \times (m - 1)$, as $\hat{\Gamma} = (X'X)^{\frac{1}{2}} \Pi \hat{B} \Omega_2$, and $\hat{D} : (m-1) \times m$, with $\hat{D} = (\hat{\delta} \ I_{m-1})$, $\hat{\delta} = (\hat{B} \Omega_2)^{-1} \hat{B} \omega_1$, where $\Omega^{\frac{1}{2}} = (\omega_1 \ \Omega_2)$ with $\omega_1$ a $m \times 1$ vector and $\Omega_2$ a $m \times (m-1)$ matrix. The $(k-m+1) \times 1$ vector $\hat{\lambda}$ is such that when $\hat{\lambda} = 0$, (40) corresponds with the restricted reduced form. $\hat{\Gamma}_1$ and $\hat{D}_1$ in (40) are specified such that $\hat{\Gamma}_1$ is a $k \times (k-m+1)$ matrix and $\hat{\Gamma}' \hat{\Gamma}_1 \equiv 0, \hat{\Gamma}_1 \hat{\Gamma}_1 \equiv I_{k-m+1}$; and $\hat{D}_1$ is a $1 \times m$ vector and $\hat{D} \hat{D}_1 \equiv 0, \hat{D}_1 \hat{D}_1' \equiv 1$. $\hat{\Gamma}_1$ and $\hat{D}_1$ can thus be constructed from the elements of $\hat{\Gamma}$ and $\hat{D}$ as $\hat{\Gamma}_1 = (-\hat{\Gamma}_2 \hat{\Gamma}_1^{-1} \ I_{k-m+1})' (I_{k-m+1} + \hat{\Gamma}_2 \hat{\Gamma}_1^{-1} \hat{\Gamma}_1 \hat{\Gamma}_2)^{-\frac{1}{2}}$, where $\hat{\Gamma} = (\hat{\Gamma}_1' \ \hat{\Gamma}_2')'$ with $\hat{\Gamma}_1 : (m-1) \times (m-1)$, $\hat{\Gamma}_2 : (k-m+1) \times (m-1)$; and $\hat{D}_1 = (1 + \hat{\delta}' \hat{\delta})^{-\frac{1}{2}} \left( \begin{array}{c} 1 \\ -\hat{\delta} \end{array} \right)^t$.

The specification of $\hat{\Gamma}_1$ and $\hat{D}_1$ satisfies all the conditions from definition 1. The first condition is satisfied as

$$
vec(\hat{\Theta}) = vec(\hat{\Gamma} \hat{D}) + (\hat{D}_1' \otimes \hat{\Gamma}_1)vec(\hat{\lambda}),
$$

(41)

and

$$
(\hat{D}_1' \otimes \hat{\Gamma}_1)'vec(\hat{\Gamma} \hat{D}) = vec(\hat{\Gamma}_1 \hat{\Gamma} \hat{D} \hat{D}_1') \equiv 0.
$$

(42)

The second condition is satisfied as the derivative of $vec(\hat{\Gamma} \hat{D})$ with respect to $\hat{\delta}$ and $\hat{\Gamma}$

$$
\frac{\partial vec(\hat{\Gamma} \hat{D})}{\partial vec(\hat{\delta})' \otimes vec(\hat{\Gamma}')'} = \left( \begin{array}{c} e_1 \otimes \hat{\Gamma} \ \hat{D}' \otimes I_k \\ e_1 \otimes \hat{\Gamma} \ \hat{\delta}' \otimes I_{m-1} \end{array} \right),
$$

(43)

\footnote{Let $Q$ be an $n \times n$ symmetric matrix with spectral decomposition $Q = P \Lambda P'$ where $P$ is an $n \times n$ orthogonal matrix of eigenvectors and $\Lambda$ is an $n \times n$ diagonal matrix of eigenvalues. The square root of $Q$ is then defined as $Q^\frac{1}{2} = P \Lambda^{\frac{1}{2}} P'$.}
is orthogonal to \((\hat{D}'_1 \otimes \hat{\Gamma}_1)\),

\[
(\hat{D}'_1 \otimes \hat{\Gamma}_1)' \left( \frac{\partial \text{vec}(\hat{D} \hat{\Gamma})}{(\partial \text{vec}(\delta)' \partial \text{vec}(\hat{\Gamma}))} \right) = (\hat{D}'_1 \otimes \hat{\Gamma}_1)' \left( e_1 \otimes \hat{\Gamma} \right) \otimes I_k \equiv 0. 
\]

(44)

The third condition is satisfied by construction since

\[
(\hat{D}'_1 \otimes \hat{\Gamma}_1)'(\hat{D}'_1 \otimes \hat{\Gamma}_1) \equiv (1 \otimes I_{k-m+1}). 
\]

(45)

All conditions of definition 1 are thus satisfied.

The transformation from \(\Theta\) to \((\delta, \hat{\Gamma}, \lambda)\) is a proper transformation of random variables which can be shown using a Singular Value Decomposition (SVD) of \(\Theta\), see Golub and van Loan (1989),

\[
\hat{\Theta} = USV',
\]

(46)

where \(U\) and \(V\) are \(k \times k\) and \(m \times m\) matrices such that \(U'U \equiv I_k\) and \(V'V \equiv I_m\), and \(S\) is a \(k \times m\) rectangular matrix which contains the non-negative singular values in decreasing order on its main diagonal \((s_{11}...s_{mm})\) and is equal to zero elsewhere. The representation (40) of \(\hat{\Theta}\) can be shown to result from the singular value decomposition (46) when we specify \(U, S\) and \(V\) as,

\[
U = \begin{pmatrix} U_{11} & U_{12} \\ U_{21} & U_{22} \end{pmatrix}, \quad S = \begin{pmatrix} S_1 & 0 \\ 0 & S_2 \end{pmatrix} \quad \text{and} \quad V = \begin{pmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{pmatrix},
\]

(47)

where \(U_{11}, S_1, V_{21}\) are \((m-1) \times (m-1)\) matrices; \(v_{12}\) is \(1 \times 1\); \(v'_{11}, v_{22}\) are \((m-1) \times 1\) vectors, \(U_{12}, U_{21},\) and \(U_{22}\) are \((m-1) \times (k-m+1)\), \((k-m+1) \times (m-1)\) and \((k-m+1) \times (k-m+1)\) matrices and \(s_2\) is a \((k-m+1) \times 1\) vector. The explicit expressions for \(\delta, \hat{\Gamma}\) and \(\lambda\) in terms of the elements of \(U, S,\) and \(V\) then read, for the construction of these we refer to Kleibergen (2000) and Kleibergen and van Dijk (1998),

\[
\hat{\Gamma} = \begin{pmatrix} U_{11} \\ U_{21} \end{pmatrix} S_1 V_{21}', \quad \hat{\delta} = V_{21}^{-1} v_{11}, \quad \hat{\lambda} = \left( U_{22} U_{22}' \right)^{-\frac{1}{2}} U_{22} s_2 v'_{12} \left( v_{12} v'_{12} \right)^{-\frac{1}{2}}.
\]

(48)

The specification of \(\hat{\lambda}\) in (48) is such that \(\hat{\lambda}\) is an orthogonal transformation of the smallest singular value contained in \(s_2\) as \((U_{22} U_{22}')^{-\frac{1}{2}} U_{22}\) and \(v_{12} v_{12}' \left( v_{12} v_{12}' \right)^{-\frac{1}{2}}\) are orthonormal matrices, i.e. \(\left( U_{22} U_{22}' \right)^{-\frac{1}{2}} U_{22} \left( U_{22} U_{22}' \right)^{-\frac{1}{2}} \left( v_{12} v_{12}' \right)^{-\frac{1}{2}} \left( v_{12} v_{12}' \right)^{-\frac{1}{2}} = I_{k-m+1}\) and \(\left( v_{12} v_{12}' \right)^{-\frac{1}{2}} \left( v_{12} v_{12}' \right)^{-\frac{1}{2}} = 1\).

The singular values are generalized eigenvalues of non-symmetric matrices and represent the rank of a matrix. As \(\hat{\lambda}\) is an orthogonal transformation of the smallest singular value it thus directly represents the rank of \(\hat{\Theta}\), i.e. \(\text{rank}(\hat{\Theta}) = m - 1 \iff \hat{\lambda} = 0\).

Both conditions of assumption 2 are thus satisfied as an invertible relationship between \(\Theta\) and \((\delta, \hat{\Gamma}, \hat{\lambda})\) exists and (40) is identical to (4). Also the conditions from definition 1 are satisfied. Theorem 3 thus holds and we can consider the marginal density of \((\delta, \hat{\Gamma})\) as proportional to the conditional density of \((\delta, \hat{\Gamma})\) given that \(\lambda = 0\), see (14),

\[
p(\delta, \hat{\Gamma}) \propto p(\delta, \hat{\Gamma}, \hat{\lambda})\big|_{\hat{\lambda}=0} \quad p(\Theta(\delta, \hat{\Gamma}, \hat{\lambda}))\big|_{\hat{\lambda}=0} = J(\Theta(\delta, \hat{\Gamma}, \hat{\lambda}))\big|_{\hat{\lambda}=0}.
\]

(49)
The Jacobian of the transformation from $\Theta$ to $(\hat{\delta}, \hat{\Gamma}, \hat{\lambda})$ evaluated in $\hat{\lambda} = 0$ reads, see Kleibergen (2000), Kleibergen and van Dijk (1998) and Kleibergen and Zivot (1998),

$$
|J(\hat{\Theta}, (\hat{\Gamma}, \hat{\delta}, \hat{\lambda}))|_{\hat{\lambda} = 0} = \left| \left( \begin{array}{ccc} \frac{\partial \omega_{\alpha}(\hat{\Theta})}{\partial \omega_{\alpha}(\hat{\Gamma}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Theta})}{\partial \omega_{\alpha}(\hat{\delta}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Theta})}{\partial \omega_{\alpha}(\hat{\lambda}^T)} \\ \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\Gamma}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\delta}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\lambda}^T)} \\ \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\Gamma}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\delta}^T)} & \frac{\partial \omega_{\alpha}(\hat{\Gamma}^T)}{\partial \omega_{\alpha}(\hat{\lambda}^T)} \\ e_1 \otimes \hat{\Gamma} & D'_k \otimes \hat{\Gamma}_k \otimes \hat{\Gamma}_L \\ 1 \otimes \hat{\Gamma} \hat{\Gamma}^T \end{array} \right) \right|_{\hat{\lambda} = 0} = \left| \hat{D}' \otimes I_k \otimes \hat{\Gamma} \right|_{(k-m+1)}^{\frac{1}{2}},
$$

(50)

and combining this with (39), the density (49) becomes

$$
p(\hat{\Gamma}, \hat{\delta}) \propto p(\hat{\Theta}(\hat{\Gamma}, \hat{\delta}, \hat{\lambda})) |J(\hat{\Theta}, (\hat{\Gamma}, \hat{\delta}, \hat{\lambda}))|_{\hat{\lambda} = 0} = |\hat{\Gamma}'\hat{\Gamma}|^{\frac{1}{2}} |I_{m-1} + \hat{\delta}^\prime |^{\frac{1}{2}(k-m+1)} \exp \left[ -\frac{1}{2} tr \left( (\hat{\Gamma} \hat{D} - \Theta)^T (\hat{\Gamma} \hat{D} - \Theta) \right) \right].
$$

(51)

To obtain the density of the liml estimators, we transform $(\hat{\Gamma}, \hat{\delta})$ to $(\hat{\Pi}, \hat{\beta})$ using the expression given below (40). The (invertible) functional dependence of $(\hat{\Pi}, \hat{\beta})$ on $(\hat{\Gamma}, \hat{\delta})$ depends on the unknown covariance matrix $\Omega$. As discussed in the previous section, we can replace $\Omega$ in these expressions by an estimator of it that is stochastic independent from $\hat{\Theta}$.

The covariance matrix estimator that is based on a least squares regression of $X$ on $Y$,

$$
S = \frac{1}{T-k} Y'M_X Y = \frac{1}{T-k} (Y - X\hat{\Phi})'(Y - X\hat{\Phi}),
$$

(52)

is distributed as, see Muirhead (1982),

$$
S \sim W \left( \frac{1}{T-k} \Omega, T-k \right),
$$

(53)

where $W$ stands for the Wishart distribution, with density

$$
p(S) \propto |S|^{\frac{1}{2}(T-k-m-1)} \exp \left[ -\frac{1}{2} tr \left( (T-k) S \Omega^{-1} \right) \right].
$$

(54)

The covariance matrix estimator (52) is stochastic independent from the least squares estimator $\hat{\Phi}$ and therefore also stochastic independent from $\hat{\Theta}$. Instead of $S$, we use the covariance matrix estimator

$$
\hat{\Omega} = \Omega S^{-1}\Omega,
$$

(55)

which is distributed as

$$
\hat{\Omega} \sim IW((T-k)\Omega, T-k),
$$

(56)

with density

$$
p(\hat{\Omega}) \propto |\hat{\Omega}|^{-\frac{1}{2}(T-k+m+1)} \exp \left[ -\frac{1}{2} tr \left( (T+K) \Omega^{-1} \Omega \right) \right].
$$

(57)
Since $S$ is stochastic independent from $\hat{\Theta}$, so is $\hat{\Omega}$. The joint density of $(\hat{\delta}, \hat{\Gamma}, \Omega)$ then reads

$$p(\hat{\delta}, \hat{\Gamma}, \Omega) \propto p(\hat{\delta}, \hat{\Gamma}, \hat{\lambda})|_{\lambda=q(\Omega)}$$

$$\propto |\hat{\Gamma}|^{\frac{1}{2}} |I_{m-1} + \delta^2 |^{\frac{1}{2}(m-1)} |\Omega^{-\frac{1}{2}} |^{T-k+m+1}$$

$$\exp \left[ -\frac{1}{2} tr \left\{ \left( \hat{\Gamma} \hat{D} - \Theta \right) \left( \hat{\Gamma} \hat{D} - \Theta \right) + (T-K)\hat{\Omega}^{-1} \right\} \right].$$  \tag{58}

We solve for $(\hat{\beta}, \hat{\Pi})$ from $(\hat{\delta}, \hat{\Gamma})$ using the estimator $\hat{\Omega}$ (Note that since $\hat{\Omega}$ (55) depends on the unknown $\Omega$, we cannot construct $\hat{\Omega}$ in practice but we use $\hat{\Omega}$ instead of $S$ (52) as it leads to a more convenient expression of the density of the limit estimator)

$$\hat{\Gamma} \hat{D} = (X'X)^{\frac{1}{2}} \hat{\Pi} \hat{B} \hat{\Omega}^{-\frac{1}{2}} = (X'X)^{\frac{1}{2}} \hat{\Pi} \hat{B} \hat{\Omega}_2 \left( (\hat{B} \hat{\Omega}_2)^{-1} \hat{B} \omega_1 I_{m-1} \right),$$ \tag{59}

where $\hat{\Omega}^{-\frac{1}{2}} = (\hat{\omega}_1, \hat{\Omega}_2)$, $\hat{\omega}_1 : m \times 1$, $\hat{\Omega}_2 : m \times (m-1)$. The joint density of $(\hat{\beta}, \hat{\Pi}, \hat{\Omega})$ is then obtained by transforming $(\hat{\Gamma}, \hat{\delta})$ to $(\hat{\beta}, \hat{\Pi})$, see appendix B,

$$p(\hat{\beta}, \hat{\Pi}, \hat{\Omega}) \propto p(\hat{\Gamma}(\hat{\beta}, \hat{\Pi}, \hat{\Omega}), \hat{\delta}(\hat{\beta}, \hat{\Pi}, \hat{\Omega}), J((\hat{\Gamma}, \hat{\delta}, (\hat{\beta}, \hat{\Pi})))$$

$$\propto |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)(|\hat{\Pi}X'X\hat{\Pi}|)^{\frac{1}{2}} B \hat{\Omega}^{-1} B^\top |^{\frac{1}{2}(m-1)}$$

$$\exp \left[ -\frac{1}{2} tr \left\{ \Omega^{-1} \left( (T-k) \Omega + (\hat{\Pi} \hat{B} - \Pi B)^\top X'X \left( \hat{\Pi} \hat{B} - \Pi B \right) \right) \right\} \right].$$ \tag{60}

In case that $m = 2$, we can analytically integrate out $\hat{\Pi}$ from (60) to obtain the joint density of $(\hat{\beta}, \hat{\Omega})$, see appendix B,

$$p(\hat{\beta}, \hat{\Omega}) \propto p(\hat{\beta} | \hat{\Omega}) q(\hat{\Omega})$$

$$\propto |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)} \exp \left[ -\frac{1}{2} tr \left\{ \Omega^{-1} \left( (T-k) \Omega + B' \Pi' \Omega^{-1} X'X \Pi B \right) \right\} \right]$$

$$\left[ \Omega_{22}^{-1} + (\hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}) \left( \hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}' \right) \right]^{\frac{1}{2}}$$

$$\left\{ \sum_{j=0}^{\infty} \left[ \left( \Omega_{12}^{-1} + (\hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}) \left( \hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}' \right) \right]^{\frac{1}{2}} \right\} \gamma(\frac{1}{2}(k+2j+1)) \gamma(\frac{1}{2}(k+2j+1))$$ \tag{61}

such that

$$p(\hat{\beta} | \hat{\Omega}) \propto \left[ \Omega_{22}^{-1} + (\hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}) \left( \hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}' \right) \right]^{-\frac{1}{2}m}$$

$$\left\{ \sum_{j=0}^{\infty} \left[ \left( \Omega_{12}^{-1} + (\hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}) \left( \hat{\Omega}_{12} \Omega_{22}^{-1} - \hat{\beta}' \right) \right]^{\frac{1}{2}} \right\} \gamma(\frac{1}{2}(k+2j+1)) \gamma(\frac{1}{2}(k+2j+1))$$ \tag{62}

$$q(\hat{\Omega}) \propto |\Omega|^{-\frac{1}{2}(T-k+2m)} \exp \left[ -\frac{1}{2} tr \left\{ \Omega^{-1} \left( (T-k) \Omega + B' \Pi' X'X \Pi B \right) \right\} \right].$$

The density $q(\hat{\Omega})$ is the density of the inverted-Wishart random matrix $\Delta, \Delta \sim \mathcal{IW}((T-k)\Omega + B' \Pi' X'X \Pi B, T-k+m-1)$. This inverted-Wishart random matrix has a mean equal to $\frac{1}{T-k+m-1}((T-k)\Omega + B' \Pi' X'X \Pi B)$ and its variance is proportional to $\frac{1}{T-k+m-1}$. The inverted-Wishart density $q(\hat{\Omega})$, which is not the marginal density of $\hat{\Omega}$, is therefore centered close around its mean for reasonably large values of $T$ ($T > 25$). Hence, for moderate values of $T$, we can consider $q(\hat{\Omega})$ as a point mass at $\Omega + B' \Pi' \left( \frac{X'X}{T-k+m-1} \right) \Pi B$ such that $p(\hat{\beta} =
\[ p(\hat{\beta}|\hat{\Omega} = \Omega + B'\Pi' \left( \frac{X'X}{T} \right) \Pi B), \] see appendix B for more details. This is the reason why we use \( \hat{\Omega} \) instead of \( S \) since we can not decompose the joint density of \((\hat{\beta},S)\) as the product of the conditional density of \( \hat{\beta} \) given \( S \) and a standard function of \( S \) that has convenient convergence properties. Because \( q(\hat{\Omega}) \) becomes a point mass at \( \hat{\Omega} = \Omega + B'\Pi' \left( \frac{X'X}{T} \right) \Pi B \), it shows that the marginal density of \( \hat{\Omega} \) has changed compared to (57). This results because of the dependence of \((\hat{\beta},\Pi)\) on \( \hat{\Omega} \) while \((\Gamma,\delta)\) are stochastic independent from \( \hat{\Omega} \). The marginal density of \( \hat{\Omega} \) therefore changes when we transform \((\Gamma,\delta)\) to \((\hat{\beta},\Pi)\).

### 3.4 Properties of the Density of the LIML estimator

The previous (sub)sections focussed on constructing the density of the llinl estimator. In this section we discuss the properties of the resulting expression of the density (61). We discuss the density itself, its relationship with the already existing expressions in the literature, its convergence properties when the sample size increases and how it relates to the sampling density.

#### 3.4.1 The Small Sample Density

The conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \) (62) consists of the product of a Cauchy kernel and a single infinite sum. Since the first element of the infinite sum does not depend on \( \hat{\beta} \), the tail behavior of the conditional density is identical to the tail behavior of the Cauchy density, i.e. no finite integer moments besides the distribution exist. Furthermore, because, already for moderate values of \( T \), the marginal density of \( \hat{\beta} \) is equal to the conditional density of \( \hat{\beta} \) given that \( \Omega = \Omega + B'\Pi' \left( \frac{X'X}{T} \right) \Pi B \), the tail behavior of the marginal density of \( \hat{\beta} \) is identical to the tail behavior of the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \). Hence, also marginally no finite integer moments of \( \hat{\beta} \) besides the distribution exist. When \( \Pi = 0 \), the only element that remains of the infinite sum is a constant such that in that case the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \) is even equal to a Cauchy density. Another simplification occurs when \( \hat{\Omega}_{12} \hat{\Omega}_{22}^{-1} = \beta' \) since the conditional density is symmetric in that case.

A convenient and elegant feature of the joint density of \((\hat{\beta},\hat{\Omega})\) is that it can be decomposed into a product of the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \) and a function of \( \hat{\Omega} \) that has convenient convergence properties. This function of \( \hat{\Omega} \) is identical to the density of an inverted-Wishart random matrix. We can therefore use the properties of the inverted-Wishart distribution in our analysis. The mean of the inverted-Wishart random matrix is equal to \( \frac{1}{T-k+m-1}((T-k)\Omega + B'\Pi'X'\Pi B) \approx \Omega + \frac{1}{T}B'\Pi'X'\Pi B \) and its variance is proportional to \( \frac{1}{T} \), see Muirhead (1982). The mean is also equal to \( \frac{1}{T} \) times the expectation of the quadratic form of the endogenous variables, \( E(Y'Y) \). This result is not that surprising since \( Y'Y \) is used to construct the liml estimator in (35). Because the variance of the inverted-Wishart random matrix is proportional to \( \frac{1}{T} \), the function of \( \hat{\Omega} \) quickly concentrates around the mean of the inverted-Wishart random matrix when the sample size, \( T \), increases. This convergence is quite fast which can be concluded, for example, from the well-known result that a univariate \( t \) density with 25 degrees of freedom is almost identical to the normal density. It implies that already for moderate sample sizes \( T > 25 \), the joint density of \((\hat{\beta},\hat{\Omega})\) consists of a ridge that depends on \( \hat{\beta} \) at \( \hat{\Omega} = \Omega + \frac{1}{T}B'\Pi'X'\Pi B \) and is equal to zero elsewhere. Hence, we can then use that

\[ p(\hat{\beta}) = p(\hat{\beta}|\hat{\Omega} = \Omega + \frac{1}{T}B'\Pi'X'\Pi B). \]

The density of \((\hat{\beta},\hat{\Omega})\) reads as (61) when \( m = 2 \). For larger values of \( m \) there is no straightforward analytical expression of the conditional density. It is possible though to construct
such an expression but we will not pursue such kind of analysis here largely because the resulting expressions are quite complicated in nature. This results as it involves the moments of the determinant of a non-central Wishart distributed random matrix. For details on this, see Muirhead (1982). Since we do have the expression of the joint small sample density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\), however, we can sample from that density using Sampling Algorithms like Importance Sampling, see e.g. Kloek and van Dijk (1978) and Geweke (1989), or Metropolis-Hastings Sampling, see e.g. Metropolis et. al. (1953) and Hastings (1970). In Kleibergen and Paap (1998) and Kleibergen and van Dijk (1998), these algorithms are used in Bayesian analyses of cointegration and simultaneous equation models where the posteriors are closely related to the joint small sample density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\), see Kleibergen and Zivot (1998). The computed densities can then be compared with the sampling density to show the validity of the approach.

### 3.4.2 Relationship with Existing Analytical Expressions

The density (60)-(62) results from a different approach then the one that is traditionally pursued in the literature, see e.g. Mariano and Sawa (1972), Phillips (1983) and Anderson (1982). It also has a different functional form then, for example, the density in Mariano and Sawa (1972), which consists of a triple infinite sum while the density (62) consists of a single infinite sum. One reason for this is that the density constructed by Mariano and Sawa is the marginal density while (62) is the conditional density of \(\beta\) given \(\hat{\Omega}\). Another reason is that these densities are constructed using different approaches. The density (62) results from the use of orthogonal parameters such that the density of the mle is the conditional density of the mle given that the orthogonal conditioning statistics are equal to zero. The traditional approach constructs the density from a closed form expression of the liml estimator. Since we already discussed the construction of the density (62) at length, we now briefly discuss the traditional way of constructing the density of the liml estimator to show the differences and similarities with the approach involving the orthogonal parameters.

The liml estimator results from the characteristic polynomial (35), see Mariano and Sawa (1972),

\[
|\eta Y'Y - Y'X(X'X)^{-1}X'Y| = 0 \Leftrightarrow \\
|\eta (Y'M_X Y + Y'X(X'X)^{-1}X'Y) - Y'X(X'X)^{-1}X'Y| = 0,
\]

and is defined such that the eigenvector associated with the smallest root of (63) is equal to \(a(1 - \beta')\). When we assume independently normal distributed disturbances with mean zero and identical covariance matrices, \(Y'X(X'X)^{-1}X'Y\) has a non-central Wishart distribution, \(Y'M_X Y\) has a standard Wishart distribution and these random matrices are stochastic independent. Since the liml estimator results from an eigenvector of (63), it satisfies the relationship

\[
\eta (Y'M_X Y + Y'X(X'X)^{-1}X'Y) \begin{pmatrix} 1 \\ -\hat{\beta} \end{pmatrix} = Y'X(X'X)^{-1}X'Y \begin{pmatrix} 1 \\ -\hat{\beta} \end{pmatrix},
\]

where \(\eta\) is the smallest root of (63). The density of the liml estimator \(\hat{\beta}\) can therefore be constructed from the joint density of \((Y'X(X'X)^{-1}X'Y, Y'M_X Y)\), which is the product of their marginal densities since they are stochastic independent, as it is a function of these (random) matrices, see Mariano and Sawa (1972). The notation of the liml estimator as a
\[ \hat{\beta} = (\hat{y}'y_1)^{-1}\hat{y}'y_1, \]

where \( \hat{y} = \frac{1}{\eta}y_1 + \frac{1}{\eta}X(X'X)^{-1}X'y_1 = \frac{1}{\eta}M_Xy_1 + X(X'X)^{-1}X'y_1, \) \( \eta \) is the smallest root of (63), directly shows the functional relationship between \( \hat{\beta} \) and \((Y'X(X'X)^{-1}X'Y', Y'M_XY')\). Note that \( \eta \) is also a function of \((Y'X(X'X)^{-1}X'Y', Y'M_XY')\). The density of \( \hat{\beta} \) can now be constructed by performing a transformation of the random variables and integrating out the remaining random variables besides \( \beta \), see Mariano and Sawa (1972) for details. In Mariano and Sawa (1972), the resulting expression is given and it consists of a triple infinite sum. Identical to the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \), this expression has Cauchy tails such that no finite integer moments besides the distribution exist. Anderson and Sawa (1979) constructed the density of an estimator, to which they refer as the limk estimator, that is closely related to the limi estimator and results by replacing \( Y'X \) in the characteristic polynomial (63) by the estimated reduced form covariance matrix \( Y'M_XY \). They show that the density of this limk estimator is less complicated than the density of the limi estimator, as it consists of a double infinite sum, and approximates the density of the limi estimator often quite well, see Anderson et al. (1983).

The limi estimator that results from the characteristic polynomial (63) is closely related to the singular value decomposition that we used to construct the density (61). This can be shown by specifying (63) as

\[
\begin{vmatrix}
\eta Y'Y - \hat{\Phi}'X'X\hat{\Phi} \\
\eta I_m - \hat{\Theta}'\hat{\Theta}
\end{vmatrix} = 0 \Leftrightarrow \\
\begin{vmatrix}
\eta I_m - \hat{\Theta}'\hat{\Theta}
\end{vmatrix} = 0 \Leftrightarrow \\
\begin{vmatrix}
\eta I_m - \left( \begin{array}{c}
\hat{\Theta}' \\
0
\end{array} \right) \\
\eta I_m - \left( \begin{array}{c}
0 \\
\hat{\Theta}'
\end{array} \right)
\end{vmatrix} = 0 \Leftrightarrow \\
\begin{vmatrix}
\eta I_m - \left( \begin{array}{c}
\hat{\Theta}' \\
0
\end{array} \right) \\
\eta I_m - \left( \begin{array}{c}
0 \\
\hat{\Theta}'
\end{array} \right)
\end{vmatrix} = 0 \Leftrightarrow \\
\begin{vmatrix}
\eta I_m - \left( \begin{array}{c}
\hat{\Theta}' \\
0
\end{array} \right) \\
\eta I_m - \left( \begin{array}{c}
0 \\
\hat{\Theta}'
\end{array} \right)
\end{vmatrix} = 0
\]

where \( \hat{\Phi} = (X'X)^{-1}X'Y, \hat{\Theta} = (X'X)^{-1}X'Y^{-1} \hat{\beta}, \hat{\Theta} = \left( \begin{array}{c}
\hat{\Gamma} \\
\hat{\Gamma}_\perp
\end{array} \right) \left( \begin{array}{c}
I_{m-1} \\
0
\end{array} \right) \left( \begin{array}{c}
0 \\
\lambda
\end{array} \right) \right), \) see (40). The limi estimator of \( \beta, \hat{\beta}, \) results from the eigenvector associated with the smallest root of (66) which is \( \hat{\lambda}^2 \). This eigenvector can be specified by \( a\hat{D}_\perp \), where \( a \) is a non-zero scalar. Because of the specification of \( \hat{D}_\perp = (1 + \hat{\beta}'\hat{\beta})^{-\frac{1}{2}}(1 - \hat{\beta}'\hat{\beta}) \), see (40), \( \hat{\beta} \) and \( \hat{\delta} \) then coincide. When we then conditional on \( \hat{\beta} \) estimate \( \hat{\Pi} \)

\[
\hat{\Pi} = (X'X)^{-1}X'Y(Y'Y)^{-1}\hat{B}'(\hat{B}(Y'Y)^{-1}\hat{B})^{-1},
\]

where \( \hat{B} = \left( \begin{array}{c}
\hat{\beta} \\
I_{m-1}
\end{array} \right) \), the estimated \( \hat{\Pi} \hat{B} \) that results is identical to the one that is obtained when we specify \( \hat{\Theta} \) according to (40) and discard \( \hat{\lambda} \). The limi estimation procedure therefore
amounts to imposing rank reduction and discards that part of \( \hat{\Theta} \) associated with its smallest singular value. Hence, although \( \hat{\Theta} \) itself does not have a reduced rank value, the part of \( \hat{\Theta} \) where \((\hat{\beta}, \hat{\Pi})\) are essentially solved from has a reduced rank value. The main difference between the two approaches for constructing the density of the liml estimator is thus the stage in which they impose the rank reduction. The approach using the orthogonal parameters imposes rank reduction from the outset and then solves for the liml estimator while the approach using the closed form expression of the liml estimator works exactly the other way around and first constructs the liml estimator and then implicitly imposes the rank reduction. Note also that we solve \((\hat{\Pi}, \hat{\beta})\) from \( \hat{\Gamma} \hat{D} \) and use the covariance matrix \( \hat{\Omega} \) which has a mean, according to its marginal density, equal to \( \frac{1}{T} E(Y'Y) \), and that \( Y'Y \) is used in (66). Our approach therefore does lead to the density of the liml estimator and not of the liml estimator.

Besides being different from a constructional point of view, the densities (62) and the one from Mariano and Sawa (1972) are also different in the sense that (62) is the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \) while the density in Mariano and Sawa is the marginal density. Already for moderate values of \( T \), however, the marginal density of \( \hat{\beta} \) is equal to the conditional density of \( \hat{\beta} \) given that \( \hat{\Omega} = \Omega + \frac{1}{T} B' \Pi X' X \Pi B \).

A convenient feature of our approach for constructing the density of the liml estimator is that we straightforwardly obtain the analytical expression of the joint density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\) (60) without the involvement of the non-central Wishart density. This density is only involved in the integration over \( \hat{\Pi} \) to obtain the joint density of \((\hat{\beta}, \hat{\Omega})\). The traditional approach for constructing the density of the liml estimator uses the non-central Wishart density from the outset, see previous discussion, and the joint density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\) is therefore more complicated to construct using that approach. Furthermore, given that we have an analytical expression for the joint density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\), we can analyze its properties directly or by sampling from it. In this way, we can compute and analyze the marginal densities also in case of more than two endogenous variables. To sample from the joint density, we can use Sampling Algorithms like Metropolis-Hastings sampling, see e.g. Metropolis et. al. (1953) and Hastings (1970), and Importance Sampling, see e.g. Kloek and van Dijk (1978) and Geweke (1989), which therefore enable us to compute the density of the liml estimator also in case of more than two endogenous variables. Hence, we do not have to rely on complicated analytical integration procedures in order to construct these densities. These simulation algorithms are primarily used in Bayesian statistics but since the joint density of \((\hat{\beta}, \hat{\Pi}, \hat{\Omega})\) (60) is identical in functional form to the posterior of the parameters of an instrumental variable regression model using a Jeffreys’ prior, see Kleibergen and Zivot (1998), these simulation techniques can as well be used to compute and analyze the marginal densities of the liml estimator. In Kleibergen and van Dijk (1998) and Kleibergen and Paap (1998), these simulation algorithms are used to simulate from these kind of posteriors to obtain the marginal posteriors of the parameters of instrumental variable regression and cointegration models.

### 3.4.3 Convergence of Distribution LIML estimator to Limiting Distribution

The density of \( \hat{\beta} \) given \( \hat{\Omega} \),

\[
p(\hat{\beta}|\hat{\Omega}) \propto \left[ \frac{\Omega_{22}^{-1} + \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta}' \right) \Omega_{11}^{-1} \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta} \right)'}{\left( \Omega^{-1} + \Pi \Omega^{-1} \Pi' \right)^{\frac{1}{2}} \left( \Pi' \Pi \right)^{\frac{1}{2}}} \right]^{-\frac{1}{2}} \sum_{j=0}^{\infty} \left( \left( \frac{1}{\Omega_{22}} + \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta} \right) \Omega_{11}^{-1} \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta} \right)' \right)^{\frac{j}{2}} \left( \Pi' \Pi \right)^{\frac{j}{2}} \right)^{-\frac{1}{2}} \left( \frac{1}{\Omega_{22} + \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta} \right) \Omega_{11}^{-1} \left( \Omega_{12} \Omega_{22}^{-1} - \hat{\beta} \right)'} \right) \frac{1}{\Gamma(\frac{1}{2} k (k+2j+1))} \right].
\]

(68)
can be used to analyze the limiting distribution of $\hat{\beta}$ for different values of $\Pi$. Below we discuss three different cases, $\Pi = 0$, $\Pi = \Psi/\sqrt{T}$ where $\Psi$ is a fixed full rank matrix, and $\Pi$ is a fixed non-zero full rank matrix, that cover the main possibilities. Note that most other cases can be considered as combinations of these and that the assumption of normally distributed disturbances is made in order to construct (68). The results are therefore less general than the ones obtained elsewhere in the literature, see e.g. Phillips (1989) and Staiger and Stock (1997), but since the convergence properties result straightforwardly from the density of the mle, they show the convergence issues for specific values of $\Pi$ in a rather illustrative way.

$\Pi = 0$: is known as the case of total non-identification. It implies that the conditional density of $\hat{\beta}$ given $\hat{\Omega}$ (68) is a Cauchy density and remains that regardless of the sample size. The liml estmator $\hat{\beta}$ thus has a Cauchy distribution regardless of the sample size and converges to a random variable with a Cauchy distribution when the sample size $T$ goes to infinity, see also Phillips (1989).

$\Pi = \Psi/\sqrt{T}$: is known as the case of weak identification, see e.g. Nelson and Startz (1990), Staiger and Stock (1997), and Zivot, Nelson and Startz (1998), and implies that the value of $\Pi$ decreases with sample size. It functionlizes the, in practice, often observed combination of a large sample size and small but significant “$t$-values” of $\beta$, see, for example, Angrist and Krueger (1991). This results since, similar to the previous case, the limiting distribution is identical to the distribution of the liml estimator and as the distribution of the liml estimator is not a normal distribution, it can easily generate “$t$-values” which seem significant when one mistakenly uses normal critical values but are non-significant when one uses the correct ones. The similarity results because when $\lim_{T \to \infty} \left( \frac{\hat{\Omega}^{\prime}X}{T} \right) = Q$ is a fixed full rank matrix,

$$
\lim_{T \to \infty} \left( \Pi X' \Pi \right) = \lim_{T \to \infty} \left( \left( \frac{\Psi}{\sqrt{T}} \right)'X'X \left( \frac{\Psi}{\sqrt{T}} \right) \right)
= \lim_{T \to \infty} \left( \Psi \left( \frac{X'X}{T} \right) \Psi \right),
$$

and $\Pi X' \Pi$ remains a finite constant when the sample size goes to infinity. The mapping theorem, see e.g. Billingsley (1986), then implies that

$$
\lim_{T \to \infty} p(\beta|\hat{\Omega}) \propto \lim_{T \to \infty} \left[ \frac{1}{\left( \hat{\Omega}^{\prime}_{22} + \hat{\Omega}_{12} \hat{\Omega}^{-1}_{22} \hat{\Omega}^{\prime}_{12} \left( \hat{\Omega}^{\prime}_{12} \hat{\Omega}^{-1}_{22} - \beta \right) \right)^{\frac{1}{2m}}} \sum_{j=0}^{\infty} \left( \frac{2 \hat{\Omega}^{\prime}_{21} + \hat{\Omega}^{\prime}_{12} \hat{\Omega}^{-1}_{22} \beta \hat{\Omega}^{-1}_{12} \left( \hat{\Omega}^{\prime}_{12} \hat{\Omega}^{-1}_{22} - \beta \right)}{2 \hat{\Omega}^{\prime}_{21} + \hat{\Omega}^{\prime}_{12} \hat{\Omega}^{-1}_{22} \beta \hat{\Omega}^{-1}_{12} \left( \hat{\Omega}^{\prime}_{12} \hat{\Omega}^{-1}_{22} - \beta \right)} \right) \right]^j
\frac{\Gamma(\frac{1}{2}(k+2j+1))}{\Gamma(\frac{1}{2}(k+1))}
\frac{\Gamma(\frac{1}{2}(k+2j+1))}{\Gamma(\frac{1}{2}(k+1))}
\right]^{j}\frac{\Gamma(\frac{1}{2}(k+2j+1))}{\Gamma(\frac{1}{2}(k+2j))}
$$

(70)
which shows that the distribution and limiting distribution are identical, what also held for the previous case. Hence, \( \hat{\beta} \) remains a random variable when sample size increases and does thus not converge to the fixed constant \( \beta \). Staiger and Stock (1997) analyzed this case without the normality assumption on the disturbances. Their focus is also especially on testing and we therefore discuss the testing implications in a later section.

**\( \Pi \) fixed full rank:** implies that \( \Pi'X'X\Pi \) converges to infinity when the sample size increases.

To illustrate the convergence of the distribution of the llim estimator we now use the joint density of \( (\hat{\beta}, \hat{\Pi}, \hat{\Omega}) \) (60). Since \( \lim_{T \to \infty} \left( \frac{X'X}{T} \right) = Q \) is a fixed full rank matrix, it follows from the mapping theorem, see e.g. Billingsley (1986), that,

\[
\lim_{T \to \infty} p(\hat{\beta}, \hat{\Pi}, \hat{\Omega}) \propto \lim_{T \to \infty} \left[ |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)} |\Pi'X'X\Pi|^{\frac{1}{2}} |\hat{B}\hat{\Omega}^{-1}\hat{B}'|^{\frac{1}{2}(k-m+1)} |X'X|^{\frac{1}{2}(m-1)} \exp \left[ -\frac{1}{2}tr \left( \hat{\Pi}^{-1} (T-k)\Omega + \hat{\Omega}^{-1} \left( \hat{\Pi}\hat{B} - \Pi B \right) \right)' \left( \hat{X}'X \right) \right] ( \frac{X'X}{T} ) \right].
\]

(71)

We can now divide \( X'X \) by \( T \) and multiply \( \hat{\Pi}\hat{B} - \Pi B \) by \( \sqrt{T} \) without affecting the joint density,

\[
\lim_{T \to \infty} p(\hat{\beta}, \hat{\Pi}, \hat{\Omega}) \propto \lim_{T \to \infty} \left[ |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)} |\Pi'X'X\Pi|^{\frac{1}{2}} |\hat{B}\hat{\Omega}^{-1}\hat{B}'|^{\frac{1}{2}(k-m+1)} |X'X|^{\frac{1}{2}(m-1)} \exp \left[ -\frac{1}{2}tr \left( \hat{\Pi}^{-1} (T-k)\Omega + \hat{\Omega}^{-1} \left( \sqrt{T} ( \hat{\Pi}\hat{B} - \Pi B ) \right) \right)' \left( \frac{X'X}{T} \right) \right] ( \sqrt{T} ( \hat{\Pi}\hat{B} - \Pi B ) ) \right].
\]

(72)

Since \( \hat{\Pi} \Rightarrow \Pi, \hat{\beta} \Rightarrow \beta, \) and \( \hat{\Pi}\hat{B} = ( \hat{\Pi}\hat{B} - \Pi B ) \), the mapping theorem implies,

\[
\lim_{T \to \infty} p(\hat{\beta}, \hat{\Pi}, \hat{\Omega}) \propto \lim_{T \to \infty} \left[ |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)} |\Pi'X'X\Pi|^{\frac{1}{2}} |\hat{B}\hat{\Omega}^{-1}\hat{B}'|^{\frac{1}{2}(k-m+1)} |X'X|^{\frac{1}{2}(m-1)} \exp \left[ -\frac{1}{2}tr \left( \hat{\Pi}^{-1} (T-k)\Omega + \hat{\Omega}^{-1} \left( \sqrt{T} ( \Pi(\beta - \hat{\beta}) \hat{\Pi} - \Pi ) \right) \right)' \left( \frac{X'X}{T} \right) \right] ( \sqrt{T} ( \Pi(\beta - \hat{\beta}) \hat{\Pi} - \Pi ) \right) \right].
\]

By performing a transformation of the random variables from \( \hat{\beta} \) to \( \sqrt{T}(\hat{\beta} - \beta) \), and \( \hat{\Pi} \) to \( \sqrt{T}(\hat{\Pi} - \Pi) \), with Jacobian \( |J((\hat{\beta}, \hat{\Pi}), (\sqrt{T}(\hat{\beta} - \beta), \sqrt{T}(\hat{\Pi} - \Pi)))| = T^{-\frac{1}{2}(k+1)(m-1)} \), we
then obtain that

\[
\lim_{T \to \infty} \mathbb{E}(\sqrt{T}(\hat{\beta} - \beta), \sqrt{T}(\hat{\Pi} - \Pi), \hat{\Omega}) \\
\propto \lim_{T \to \infty} \mathbb{E}(\sqrt{T}(\hat{\beta} - \beta), \sqrt{T}(\hat{\Pi} - \Pi)) | J((\hat{\beta}, \hat{\Pi}), (\sqrt{T}(\hat{\beta} - \beta), \sqrt{T}(\hat{\Pi} - \Pi)))] \\
\propto \lim_{T \to \infty} \left[ | \hat{\Omega} |^{- \frac{1}{2}(T - k + 2m)} | \Pi' \left( \frac{X'X}{T} \right) \Pi |^\frac{1}{2} | B \hat{\Omega}^{-1} B' |^\frac{1}{2(k - m + 1)} | \frac{X'X}{T} |^\frac{1}{2(m - 1)} \right] \\
\exp \left[ -\frac{1}{2} \text{tr} \left( \hat{\Omega}^{-1}(T - k)\hat{\Omega} + \hat{\Omega}^{-1} \left( \sqrt{T} \left( \Pi(\hat{\beta} - \beta) \hat{\Pi} - \Pi \right) \left( \begin{array}{cc} 1 & 0 \\ \beta & I_{m-1} \end{array} \right) \right)' \left( \frac{X'X}{T} \right) \right) \right] \\
\propto \lim_{T \to \infty} \left[ | \hat{\Omega} |^{- \frac{1}{2}(T - k + 2m)} | \Pi' \left( \frac{X'X}{T} \right) \Pi |^\frac{1}{2} | \Sigma |^\frac{1}{2(k - m + 1)} | \frac{X'X}{T} |^\frac{1}{2(m - 1)} \right] \\
\exp \left[ -\frac{1}{2} \text{tr} \left( \hat{\Omega}^{-1}(T - k)\hat{\Omega} + \Sigma^{-1} \left( \sqrt{T} \left( \Pi(\hat{\beta} - \beta) \hat{\Pi} - \Pi \right) \right)' \left( \frac{X'X}{T} \right) \right) \right] \\
\exp \left[ -\frac{1}{2} \text{tr} \left( \hat{\Omega}^{-1}(T - k)\hat{\Omega} + \Sigma^{-1} \left( \sqrt{T} \left( \Pi(\hat{\beta} - \beta) \hat{\Pi} - \Pi \right) \right)' \left( \frac{X'X}{T} \right) \right) \right] \\
(73)
\]

which shows that

\[
\sqrt{T}(\hat{\beta} - \beta) \Rightarrow N(0, \sigma_{11}(\Pi'Q\Pi)^{-1}), \\
\sqrt{T}(\hat{\Pi} - \Pi) \Rightarrow N(0, \Sigma_{22} \otimes Q^{-1}), \quad \hat{\Omega} \Rightarrow \Omega. \\
(74)
\]

The limiting distributions in (74) are constructed under the assumption of normality of the disturbances. The limiting distributions in (74) accord with the ones discussed in the literature, see e.g. Hausman (1983).

The above results show that all convergence issues of the lml estimator can directly be shown using its density. Hence, the density of the mle is a convenient tool using which all convergence issues can be illustrated.

3.4.4 Theoretical Density versus Sampling Density

To show the validity of constructing the density of the lml estimator as the conditional density of the lml estimator given that an orthogonal conditioning statistic is equal to zero, we compare the resulting density with the sampling density for specific parameter values. We therefore sampled one million datasets from the model

\[
y_1 = \beta y_2 + \varepsilon_1 \\
y_2 = X\pi + \nu_2, \\
(75)
\]

where \(y_1, y_2 : T \times 1, X : T \times k, (\varepsilon_1 \nu_2) \sim N(0, \Sigma \otimes I_T); X \sim N(0, I_k \otimes I_T), T = 100, \pi : k \times 1, \pi = (\pi_1 ... \pi_k)', \pi_2 = ... = \pi_k = 0, \beta = 1, \Sigma = \left( \begin{array}{cc} 1 & 0.99 \\ 0.99 & 1 \end{array} \right) \right); \text{for a few different values of} (k, \pi_1) \text{and compared the obtained sampling density with the marginal density of} \hat{\beta} \text{that is equal to the conditional density of} \hat{\beta} \text{given} \hat{\Omega} \text{ (62) with} \hat{\Omega} = \Omega + \frac{1}{T} B\pi' X'X\pi B, B = (\beta \ 1), \Omega = (\varepsilon_1 B')' \Sigma (\varepsilon_1 B'). \text{We can use the conditional density as a marginal density as} T \text{is sufficiently large} (T = 100). \text{Note that} X \text{is fixed over the datasets, and we also use it in the conditional density} p(\beta|\hat{\Omega}), \text{such that we only sample} (\varepsilon_1 \nu_2) \text{one million times (it is not}
necessary to perform so many simulations but in this way we obtain an accurate and smooth sampling density).

The model from which we simulate has strong endogeneity as \( \rho = 0.99 \) and \( \Omega_{22}^{-1} \omega_{21} = 1.99 \). Furthermore, when we increase \( k \), we only add superfluous instruments to the model because the elements of \( \pi \) associated with these additional instruments are equal to zero. In this way we can analyze the sensitivity with respect to including too many instruments. We selected these parameter values to have highly non-normal densities. A coinciding theoretical and sampling density at these extreme parameter values is then a strong indication of the correctness of the expression of the theoretical density and thus of the appropriateness of the concept of using the conditional density of the mle given that an orthogonal conditioning statistic is equal to zero as marginal density of the mle.

In figure 1, the theoretical and sampling densities in case of total non-identification, \( \pi_1 = 0 \), are shown and they are indistinguishable. We only show the exact identified case because increasing the degree of overidentification does not affect the small sample or sampling density at all (as was to be expected from (62)). Figure 2 shows the case of weak identification, \( \pi_1 = 0.1 \), for \( k = 1 \) (exactly identified) and \( k = 5 \) (4 degrees of overidentification). The densities are again very similar and it is hard to distinguish them. The same holds for figures 3 and 4 where we show small sample and sampling densities for the properly identified case, \( \pi_1 = 1 \), with \( k = 1, 5 \) (figure 3) and \( k = 20 \) (figure 4). For all cases, the theoretical and sampling densities are hard to distinguish from one another which is, given the extreme values of the parameters of the data generating process, strong evidence in support of constructing the theoretical density as a conditional density. Note also the peculiarity in the densities in case of weak identification which are equal to zero in \( \hat{\theta} = 1.99 \) \( (= \Omega_{22}^{-1} \omega_{21} \) at which point the mode in case of no identification is located.

An interesting phenomenon, that is apparent from all figures, for which the approach using the conditional density gives a straightforward explanation is the relative insensitivity of the density of the llim estimator to adding superfluous instruments. The conditional density approach namely shows that the density of the llim estimator results from imposing rank reduction on the \( "t"\)-values of the least squares estimator of the encompassing linear model, see (40). The \( "t"\)-values of the superfluous instruments are non-significant and close to zero. The rank reduction is imposed by restricting the smallest singular value of the \( "t"\)-values" parameter matrix to zero and thus discards the eigenvector associated with this smallest singular value. Since the \( "t"\)-values of the superfluous instruments are non-significant, they are associated with the smallest singular value and the eigenvector associated with this singular value therefore has non-zero elements at the positions of the superfluous instruments. Hence, when we restrict the smallest singular value to zero and discard its eigenvector, we essentially remove the superfluous instruments. As a consequence, the density of the llim estimator is relatively insensitive to adding superfluous instruments. The densities of other instrumental variable estimators, like for example two stage least squares, are quite sensitive to adding superfluous instruments though, see e.g. Phillips (1983) and Kieferbergen and Zivot (1998).

The figures of the densities of the llim estimators, figures 1-4, show that the shape of the density changes quite strongly when the instrument quality deteriorates. First, in case of good instruments the densities are unimodal, then they become bimodal when instruments are weak, to become unimodal again when the instruments are invalid. Of course we have specified the data generating processes such that the degree of endogeneity \( \rho \) is maximal and the bimodality is therefore more pronounced. The density is, however, essentially always bimodal except for the non-identified case. In the good instrument case, the local modes lie that far apart, though, and differ that strongly in size that only one mode is visible. This can,
Figure 1: Exact small sample density (-) and sampling density (\(\cdot\cdot\)), \(\pi_1 = 0\).

Figure 2: \(\pi_1 = 0.1\), \(k = 1\): Exact (-) and sampling density (\(\cdot\cdot\)); \(k = 5\): exact (\(-\)) and sampling density (\(\cdot\cdot\))
Figure 3: $\pi_1 = 1$, $k = 1$: Exact (-) and sampling density (- -); $k = 5$: exact (-.) and sampling density (..)

Figure 4: $\pi_1 = 1$, $k = 20$: Exact (-) and sampling density (- -)
Figure 5: Density \( \hat{\beta}, \pi_1 = 1 \) (-), 0.5 (..), 0.25 (-), 0.1 (-), 0.05 (..), 0.02 (-), 0.01 (-), 0 (-).

for example, be concluded from the analytical expression of the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \) (62). When we use \( \hat{\Omega} = \Omega + \frac{1}{T}B'\Pi'X'X\Pi B \), this density is equal to the marginal density of \( \hat{\beta} \). The density has local modes at \( \hat{\Omega}_{21}^{-1} \hat{\Omega}_{21} \), which results from the \( t \)-kernel in (62), and at the location of the mode of \( \frac{B\Omega^{-1}X'X\Omega^{-1}B^{'}}{2B\Omega^{-1}B^{'}} \). In the good instrument case, the latter mode strongly dominates the first mode and the modes also lie far apart. As the quality of the instruments deteriorates, however, two phenomena occur. First, the locations of both modes converge to one another and second the difference in importance of the two modes decreases. Thus two things occur in our simulation experiment when the quality of the instruments deteriorates, i.e. if \( \pi_1 \) converges to zero:

(i). \( \Omega + \frac{1}{T}B'\Pi'X'X\Pi B \) converges to \( \Omega \) and therefore \( \hat{\Omega}_{12} \hat{\Omega}_{22}^{-1} \) converges to \( (\Omega)_{12} (\Omega)_{22}^{-1} = 1.99 \).

(ii). \( \Pi'X'X\Pi \) converges to zero.

The above two phenomena imply that the two local modes of \( p(\hat{\beta}|\hat{\Omega}) \), one at \( \hat{\Omega}_{12} \hat{\Omega}_{22}^{-1} \) and one at the mode of the infinite sum, converge to one another and become equally important. This can be shown by computing the density of \( \hat{\beta} \) for different values of \( \pi_1 \). In figure 5, we use the same data generating process as used previously with a fixed degree of over-identification equal to 2. We then visualize the influence of a deterioration of the quality of the instruments by letting \( \pi_1 \) converge to zero in different steps. This is done by assigning values to \( \pi_1 \) equal to 1, 0.5, 0.25, 0.1, 0.05, 0.02, 0.01 and 0. The resulting densities nicely show that when the quality of the instruments deteriorates that the location of both local modes converges to 1.99 and that both modes become equally important.
4 Testing in Instrumental Variable Regression Models

4.1 Test Statistics based on the Density of the LIML estimator

The density of the liml estimator (62) does not belong to a standard class of densities nor does the joint density of \((\beta, \Pi, \Omega)\) (60). The joint density of \((\hat{\beta}, \Pi, \hat{\Omega})\) can also not be factorized such that the marginal or conditional density given \(\hat{\Omega}\) of the "\(t\)-value" of \(\hat{\beta}\)

\[
\hat{t} = (\hat{\Pi}'X'X\hat{\Pi})^{-1/2}(\hat{\beta} - \beta)\hat{\Omega}_{11,2}^{-1},
\]

where \(\hat{\Omega}_{11,2} = \hat{\Omega}_{11} - \hat{\Omega}_{12}\hat{\Omega}_{22}^{-1}\hat{\Omega}_{12}\), can be constructed analytically. This results as the dependence of \(\hat{\beta}\) on \(\Pi\) is more complicated than presumed by the relationship underlying the "\(t\)-value" (76). The factorization is not possible because of the term \(|\hat{\beta}\hat{\Omega}^{-1}\hat{B}'|^{(k-m+1)}\) in the joint density (60) and consequently the transformation of \((\beta, \Pi, \Omega)\) to \((\hat{t}, \Pi, \hat{\Omega})\) leads to a joint density of \((\hat{t}, \Pi, \hat{\Omega})\) for which we can not construct the marginal and conditional density of \(\hat{\tau}\) given \(\hat{\Omega}\) analytically. The density of \(\hat{\tau}\) can therefore only be assessed numerically and depends on nuisance parameters. The small sample distributions of "\(t\)" and Wald statistics testing hypotheses on \(\beta\) are as a consequence non-standard and standard critical values are only asymptotically valid when \(\Pi\) is a fixed full rank matrix.

In case of weak instruments, where \(\Pi = \Psi/\sqrt{T}\), see section 3.4.3, the asymptotic distribution of \(\hat{\beta}\) is identical to the small sample distribution and in that case the asymptotic distribution of the "\(t\)-statistic" is then also non-standard, see e.g. Staiger and Stock (1997), Wang and Zivot (1998) and Zivot et al. (1998).

So, test statistics that are based on the density of the mle have inconvenient properties. This also holds for cases where \(m > 2\), for which the analytical expression of the density of the mle is even unknown.

4.2 Testing hypotheses using Orthogonal Parameters

Instead of using the density of the liml estimator to construct test statistics, we can also, like in section 2.7, construct test statistics that are based on the specification of the reduced rank regression model and its orthogonal parameters in (40)-(48). Using this approach we construct four different statistics that can be used to test hypotheses on the parameters of the instrumental variables regression model. The four hypotheses for which we construct (exact!) test statistics are: the validity of all instruments, over-identification, the value of all elements of the structural form parameter, and the value of some elements of the structural form parameter.

4.2.1 Validity of all Instruments: Anderson-Rubin Statistic

The first statistic that we construct using orthogonal parameters tests the hypothesis that all the instruments are invalid for the structural relationship. This hypothesis is tested in the unrestricted reduced form (32). It is specified as, \(H_{01} : \varphi_1 = 0\), where \(\Phi = (\varphi_1 \ \Phi_2)\), \(\varphi_1 : k \times 1\), \(\Phi_2 : k \times (m - 1)\), and is tested against the alternative hypothesis \(H_{11} : \varphi_1 \neq 0\). To reflect the parameters of hypothesis \(H_{01}\) in terms of the orthogonal parameters of definition 1, we specify \(\hat{\Theta} = (X'X)^{-1}\hat{\Phi}\hat{\Omega}^{-1/2}\) as,

\[
\hat{\Theta} = \hat{\psi}(0 \quad I_{m-1}) + \hat{\lambda}_1 \hat{\epsilon}_1',
\]

(77)
where $e_1$ is the first $m$ dimensional unity vector and $\hat{\psi} : k \times (m-1)$, $\hat{\lambda}_1 : k \times 1$. As $e'_1$ is orthogonal to $(0 \ I_{m-1})$, i.e. $(0 \ I_{m-1}) e_1 = 0$, $\hat{\psi}$ and $\hat{\lambda}_1$ satisfy the conditions from definition 1. To show that we obtain the specification under $H_0$ when $\lambda_1 = 0$, we specify $\Omega^{-1}$ as,

\[
\Omega^{-1} = \begin{pmatrix}
\omega_{11}^{-1} + \omega_{11}^{-1} \omega_{12} \Omega_{22,1}^{-1} \omega_{21} \omega_{11}^{-1} & -\omega_{11}^{-1} \omega_{12} \Omega_{22,1}^{-1} \\
-\Omega_{22,1}^{-1} \omega_{12} \omega_{21} \omega_{11}^{-1} & \Omega_{22,1}^{-1}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\omega_{11}^{-1} & -\omega_{11}^{-1} \omega_{12} \Omega_{22,1}^{-1} \\
0 & \Omega_{22,1}^{-1}
\end{pmatrix}
\]

\[
= \Omega^{-\frac{1}{2}} \Omega^{-\frac{1}{2}},
\]

where $\Omega = \begin{pmatrix} \omega_{11} & \omega_{12} \\ \omega_{21} & \Omega_{22} \end{pmatrix}$, $\omega_{11} : 1 \times 1$, $\omega_{12}$, $\omega_{21}^T : 1 \times (m-1)$, $\Omega_{22} : (m-1) \times (m-1)$, $\Omega_{22,1} = \Omega_{22} - \omega_{12} \omega_{21} \omega_{11}^{-1}$, such that

\[
\Omega^{-\frac{1}{2}} = \begin{pmatrix}
\omega_{11}^{-\frac{1}{2}} & -\omega_{11}^{-\frac{1}{2}} \omega_{12} \Omega_{22,1}^{-\frac{1}{2}} \\
0 & \Omega_{22,1}^{-\frac{1}{2}}
\end{pmatrix}
\]

(78)

Using the specification of $\Omega^{-\frac{1}{2}}$, we obtain that,

\[
\hat{\lambda}_1 = (X'X)^{-\frac{1}{2}} \hat{\phi}_1 \omega_{11}^{-\frac{1}{2}}, \quad \hat{\psi} = (X'X)^{-\frac{1}{2}} (\Phi_2 - \hat{\phi}_1 \omega_{11}^{-1} \omega_{12}) \Omega_{22,1}^{-\frac{1}{2}},
\]

and $\Theta = (X'X)^{-\frac{1}{2}} \Phi \Omega^{-\frac{1}{2}} = (0 \ \Theta_2)$,

(80)

where $\Theta_2 = (X'X)^{-\frac{1}{2}} \Phi_2 \Omega_{22,1}^{-\frac{1}{2}}$, and which shows that $\hat{\lambda} = 0$ corresponds with the model under $H_0$. Equation (80) also shows that an invertible relationship between $(\hat{\psi}, \hat{\lambda})$ and $(\hat{\phi}_1, \Phi_2)$ exists. $\Theta$ has a standard normal distribution, see (7), such that under $H_{01}$

\[
\hat{\lambda}_1 \sim N(0, I_k), \quad \hat{\psi} \sim N(0, I_{m-1} \otimes I_k),
\]

(81)

and $\hat{\lambda}_1$ and $\hat{\psi}$ are stochastic independent. For a known value of $\Omega$, $\hat{\lambda}_1 \hat{\lambda}_1$ equals the likelihood based test statistics, Wald, Likelihood ratio and Score, and is under $H_{01}$ distributed as

\[
\hat{\lambda}_1 \hat{\lambda}_1 = \omega_{11}^{-\frac{1}{2}} \hat{\phi}_1 (X'X)^{-\frac{1}{2}} \hat{\phi}_1 \omega_{11}^{-\frac{1}{2}}
\]

\[
= \frac{\gamma'X'X^{-1}X'y_1}{\omega_{11}} \sim \chi^2(k).
\]

(82)

Similar to section 2.7, when the value of $\Omega$ is unknown, we use an estimator of $\Omega$ that is stochastic independent from $\hat{\Theta}$, i.e. $S$ (52), and then we obtain the exact test statistic,

\[
F(H_{01}|H_1) = \frac{1}{k} \frac{\gamma'X'X^{-1}X'y_1}{s_{11}} = \frac{\hat{\lambda}_1 \hat{\lambda}_1}{s_{11}/\omega_{11}} = \frac{\gamma'X'X^{-1}X'y_1}{s_{11}/\omega_{11}} = \frac{1}{k} \frac{s_{12}}{s_{11}}(52)-(54), \quad \text{with } s_{11} : 1 \times 1, \ s_{12}, \ s_{21}^T : 1 \times (m-1), \ s_{22} : (m-1) \times (m-1). \text{ Equation (83) is the Anderson-Rubin statistic, see Anderson and Rubin (1949). The Anderson-Rubin statistic is known to have an exact distribution and the above shows how we can derive this result using the orthogonal parameters. It therefore also}
\]

29
shows how we in general can construct $F$ statistics in linear models and that linear models belong to the class of models that allow for orthogonal parameters. The exact distribution of the Anderson-Rubin statistic is confirmed by the simulations, that we conducted, which show that the empirical distribution of the Anderson-Rubin statistic is identical to the theoretical distribution.

4.2.2 Over-identification

The hypothesis of over-identification equates the unrestricted reduced form model (32) to the restricted reduced form (30). It can therefore be reflected in terms of the parameters as $H_{02}: \Phi = \Pi B$, and is tested against the alternative hypothesis $H_1: \Phi \neq \Pi B$. To reflect the hypothesis $H_{02}$ in terms of orthogonal parameters, we use (40)

$$\hat{\Theta} = \hat{\Gamma} \hat{D} + \hat{\Gamma}_\perp \hat{\lambda}_2 \hat{D}_\perp,$$

(84)

where $\hat{\lambda}_2 : (k - m + 1) \times 1$, and the other elements are defined in (40). Over-identification corresponds with $H_{02}: \lambda_2 = 0$ and $\hat{\lambda}_2$ is orthogonal to $(\hat{\delta}, \hat{\Gamma})$, which is shown in section 3.3. Under $H_{02}$, $\hat{\lambda}_2$ is then standard normal distributed, see (13),

$$\hat{\lambda}_2 \sim N(0, I_{k-m+1}).$$

(85)

We use the orthonormality of $\hat{\Gamma}_\perp$, $\hat{D}_\perp$, and the orthogonality of these matrices to $\hat{\Gamma}$ and $\hat{D}$, respectively, to construct $\hat{\lambda}_2$ from $\hat{\Theta}$,

$$\hat{\lambda}_2 = \hat{\Gamma}_\perp \hat{\Theta} \hat{D}_\perp' = \hat{\Gamma}_\perp' (X'X)^{-\frac{1}{2}} \hat{\Phi} \Omega^{-\frac{1}{2}} \hat{D}_\perp'.$$

(86)

In the previous section, we constructed the density of the llim estimator from the conditional density of $(\hat{\delta}, \hat{\Gamma})$ given that $\lambda_2 = 0$. Using $\hat{\Theta}$, we can obtain the specification of $\hat{\Gamma}_\perp$ and $\hat{D}_\perp$ in terms of the llim estimators contained in $\hat{\Pi}$ and $\hat{B}$ as

$$\hat{\Gamma}_\perp = (X'X)^{-\frac{1}{2}} \hat{\Pi}_\perp (\hat{\Pi}_\perp' (X'X)^{-1} \hat{\Pi}_\perp)^{-\frac{1}{2}},$$

$$\hat{D}_\perp = (\hat{B}_\perp \Omega \hat{B}_\perp')^{-\frac{1}{2}} \hat{B}_\perp \Omega^{-\frac{1}{2}}$$

(87)

such that the expression for $\hat{\lambda}_2$ reads

$$\hat{\lambda}_2 = (\hat{\Pi}_\perp (X'X)^{-1} \hat{\Pi}_\perp)^{-\frac{1}{2}} \hat{\Pi}_\perp' (X'X)^{-1} X'Y \hat{B}_\perp' (\hat{B}_\perp \Omega \hat{B}_\perp')^{-\frac{1}{2}}.$$

(88)

The likelihood based test statistics for testing $H_{02}$ against $H_1$ then become

$$\hat{\hat{\lambda}}_2 = (\hat{B}_\perp \Omega \hat{B}_\perp')^{-1} \hat{B}_\perp Y'X(X'X)^{-1} \hat{\Pi}_\perp (\hat{\Pi}_\perp' (X'X)^{-1} \hat{\Pi}_\perp)^{-1} \hat{\Pi}_\perp' (X'X)^{-1} X'Y \hat{B}_\perp' \hat{B}_\perp' (M_X M_X - M_X) \hat{B}_\perp' \sim \chi^2(k - m + 1).$$

(89)

For a known value of $\Omega$, (89) is equal to the Wald, Likelihood ratio and Score statistic for testing $H_{02}$ against $H_1$. In practice $\Omega$ is typically unknown and we then need to use an estimator of it that is stochastic independent from the score vector. A convenient estimator for this purpose is $S$ (52). $\hat{B}_\perp$ is then also stochastic independent from $S$ such that

$$(T - K) \frac{\hat{B}_\perp S \hat{B}_\perp'}{\hat{B}_\perp \Omega \hat{B}_\perp'} \sim \chi^2(T - k)$$

(90)
which results as $S$ has a Wishart distribution with scale matrix $\Omega$ and $T-k$ degrees of freedom, see (53), and $\hat{B}_\perp$ is stochastic independent from $S$, see Muirhead (1982, theorem 3.2.8). We can then construct the test statistic

$$F(H_\alpha|H_1) = \frac{1}{k-m+1} tr \left( \left( S^{-1} - S^{-1} \hat{B}'(\hat{B} S^{-1} \hat{B}' - 1) S^{-1} \right) Y'(M_X \hat{\Pi} - M_X) Y \right)$$

$$= \frac{1}{k-m+1} \hat{B}_\perp Y' \Pi_\perp (\Pi_\perp X'X)^{-1} \Pi_\perp X' Y \hat{B}_\perp$$

$$= \frac{1}{k-m+1} \frac{\hat{B}_\perp S B'_{\perp} / \hat{B}_\perp \Omega B'_{\perp}}{\hat{B}_\perp S B'_{\perp} / \hat{B}_\perp \Omega B'_{\perp}} \left( (k-m+1) \lambda^2 \right) / (k+1)$$

$$\sim \chi^2_{(k-m+1)/(k-m+1)}$$

$$\sim F(k-m+1, T-k).$$

We simulated the test statistic (91) using the data generating process from section 3.4.4 and we compared the empirical distribution function with the theoretical distribution function for various values of $\pi_1$ and $k$. Figures 6 and 7 contain the empirical and theoretical distribution functions of the over-identification statistic (91) for values of $\pi_1$ and $k$ equal to 0.1 and 1, for $\pi_1$, and 5 and 20, for $k$. All other parameters in the data generating process are identical to the ones used in section 3.4.4. The empirical and theoretical distribution functions are in all cases identical which is quite surprising given the large differences of the densities of the mles for the different values of $\pi_1$ which are shown in figures 2, 3 and 4. This results as the over-identification statistic (91) is an exact test statistic such that its distribution does not depend on unobserved nuisance parameters.

Figure 8 shows the empirical and (asympotic) theoretical distributions of the over-identification statistic (91) and the likelihood ratio statistic divided by $k-2$ for the data generating process used for figure 6 with $k = 20$ and $\pi_1 = 0.1$. The empirical distribution of the likelihood ratio statistic differs from its asymptotic theoretical distribution which indicates that the likelihood ratio statistic is not an exact test statistic and that its distribution in small samples depends on nuisance parameters. The over-identification statistic (91) is an exact statistic, however, and, as the figures show, its distribution does not depend on nuisance parameters.

4.2.3 Value of all elements of the structural form parameter

Likelihood Ratio Based Statistic Under the hypothesis $H_{03} : \beta = 0$, the reduced rank regression model is identical to the model under the hypothesis $H_{01}$. Testing $H_{03}$ against $H_{13} : \beta \neq 0$ is thus identical to testing $H_{01}$ against $H_{02}$. When $\Omega$ is known, the likelihood ratio statistic for testing $H_{01}$ against $H_{02}$, and therefore also the likelihood ratio statistic for testing $H_{03}$ against $H_{13}$, is equal to, see (82) and (89),

$$LR(H_{03}|H_{13}) = LR(H_{01}|H_{02}) = LR(H_{01}|H_{1}) - LR(H_{02}|H_{1})$$

$$= \lambda_1^2 - \lambda_2^2$$

$$= \frac{y'X(X'X)^{-1}X'y_1}{\omega_{11}} - \frac{B_\perp S B'_{\perp} / B_\perp \Omega B'_{\perp}}{B_\perp \Omega B'_{\perp}}.$$  

(92)

The statistic (92) is under $H_{03}$ distributed as a $\chi^2(m - 1)$ random variable. Because of the orthogonality, (92) is also equal to the Soore and Wald statistic for testing $H_{03}$ against $H_{13}$. When we instead of $\Omega$ use the estimator $S$, which is stochastic independent from the other
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Figure 6: Distribution over-identification statistic, $k = 5$: empirical (- -), theoretical (-), $k = 20$: empirical (..), theoretical (-.), $\pi_1 = 0.1$.

Figure 7: Distribution over-identification statistic, $k = 5$: empirical (- -), theoretical (-), $k = 20$: empirical (..), theoretical (-.), $\pi_1 = 1$. 
Figure 8: Distribution over-identification statistic, \( k = 20, \pi_1 = 0.1 \), empirical (\(-\)), theoretical (\(-\)), LR/(k - 2) : empirical (\(-\), asymptotic theoretical (\(-\)).

The elements of (92), and divide (92) by \( m - 1 \), we obtain,

\[
F(H_{03}|H_{13}) = \frac{1}{m-1} \left[ \frac{\hat{y}'_X(X'X)^{-1}y'_1}{\sigma^2_{11}} - tr \left( \left( S^{-1} - S^{-1} \hat{B}' \hat{B} S^{-1} \hat{B}' \right) Y' (M_{XH} - M_X) Y \right) \right]
\]

\[
= \frac{1}{m-1} \left[ \frac{\hat{y}'_X(X'X)^{-1}y'_1}{\sigma^2_{11}} - \frac{\hat{y}'_1 \hat{y}'_1}{\hat{y}'_1 \hat{y}'_1} \right] - \frac{\hat{y}'_1 \hat{y}'_1}{\hat{y}'_1 \hat{y}'_1} \frac{B_{l} S B_{l} / B_{l+} S B_{l+} / (T-k)}{(T-k) B_{l} S B_{l} / B_{l+} S B_{l+} / (T-k)}. \]

(93)

Under \( H_{03} \), the elements in the denominator of (93) are all \( \chi^2(T - k) \) distributed random variables that are divided by their degrees of freedom parameter, \( T - k \). For reasonable large \( T \), the elements in the denominator are therefore approximately equal to one. We are then left with the elements in the numerator of (93) which are, according to (92), \( \chi^2(m-1) \) distributed. So, for reasonable large \( T \), we obtain that under \( H_{03} \),

\[
F(H_{03}|H_{13}) = \frac{1}{m-1} \left[ \frac{\hat{y}'_X(X'X)^{-1}y'_1}{\sigma^2_{11}} - tr \left( \left( S^{-1} - S^{-1} \hat{B}' \hat{B} S^{-1} \hat{B}' \right) Y' (M_{XH} - M_X) Y \right) \right]
\]

\[
= \frac{1}{m-1} \left[ \frac{\hat{y}'_X(X'X)^{-1}y'_1}{\sigma^2_{11}} - \frac{\hat{y}'_1 \hat{y}'_1}{\hat{y}'_1 \hat{y}'_1} \right] - \frac{\hat{y}'_1 \hat{y}'_1}{\hat{y}'_1 \hat{y}'_1} \frac{B_{l} S B_{l} / B_{l+} S B_{l+} / (T-k)}{(T-k) B_{l} S B_{l} / B_{l+} S B_{l+} / (T-k)}. \]

\( \sim F(m-1, T - k). \)

(94)

For the data generating process from section 3.4.4 with a value of \( \beta \) equal to zero, so under \( H_{03} \), we compared the empirical and (asymptotic) theoretical distribution of the test statistic (94) for different values of \( \pi_{01} \) and \( k \). In figure 9, for a value of \( \pi_{1} \) equal to 0.1, the (asymptotic) theoretical and empirical distribution function for values of \( k \) equal to 5 and 20 are shown. For \( k = 5 \), the empirical and (asymptotic) theoretical distribution function of the
test statistic (94) are identical. For \( k = 20 \), which implies a large degree of (nonsense) overidentification, there is a small difference between the empirical and (asymptotic) theoretical distribution function of (94) which disappears when the number of observations increases. This is shown in figure 10 where the empirical and (asymptotic) theoretical distribution function are shown in case of 500 observations. \( \pi_1 \) equal to 0.1 implies a very weak instrument and a highly non-standard density of the mle of \( \beta \), see figure 2. Figure 11 contains the empirical and (asymptotic) theoretical distribution function of (94) in case that \( \pi_1 = 1 \), for values of \( k \) equal to 5 and 20. For both values of \( k \), the empirical and (asymptotic) theoretical distribution function coincide.

The statistic (94) can directly be used to conduct tests on \( \beta \) when it is a vector instead of a scalar, so when \( m \) exceeds 2. In that case the analytical expression of the density of the mle is even unknown. Simulation experiments show that the quality of the approximation of the empirical distribution by the asymptotic theoretical distribution is less accurate in this case compared to the univariate setting where \( m \) is equal to 2.

**Exact Test Statistic** The statistic (94) is not an exact test statistic such that its distribution depends on nuisance parameters. We can also construct an exact test statistic for conducting tests on the value of the structural form parameter. To construct this statistic we use the specification of \( \Theta = (X'X)^{1/2} \Phi \Omega^{-1/2} \) (77),

\[
\Theta = \hat{\psi} \left( 0 \ I_{m-1} \right) + \hat{\lambda}_1 \epsilon'_1,
\]

that we also used to construct the Anderson-Rubin statistic (83). \( H_{03} : \beta = 0 \) corresponds with \( H_{01} : \varphi_1 = 0 \) such that, see (80),

\[
\Theta = (X'X)^{1/2} \Phi \Omega^{-1/2} \left( 0 \ \Theta_2 \right),
\]
Figure 10: Distribution test statistic $\beta = 0$, (asymptotic) theoretical (-), empirical $k = 20$ (- -), $\pi_1 = 0.1$, $T = 500$.

Figure 11: Distribution test statistic $\beta = 0$, (asymptotic) theoretical (-), empirical: $k = 5$ (- -), $k = 20$ (- -), $\pi_1 = 1$. 
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where $\Theta_2 = (X'X)^{\frac{1}{2}}\Phi_2\Omega_{22.1}^{-\frac{1}{2}}$. For the test of the hypothesis of over-identification $H_{02}: \Phi = \Pi B$, which is identical to $H_{13}: \beta \neq 0$, $\Theta$ is specified as (84)

$$\hat{\Theta} = \hat{\Gamma} \hat{D} + \hat{\Gamma}_2 \hat{D}_2.$$  \hspace{1cm} (97)

As $\hat{D} = (\hat{\delta} \ I_{m-1})$, $\hat{\psi}$ corresponds with $\hat{\Gamma}$ and $\hat{\lambda}_1 e_1'$ corresponds with $\hat{\delta} \ (0 \ 0) + \hat{\Gamma}_2 \hat{D}_2$. $\hat{\lambda}_2$ is normally distributed, see (85), and reflects over-identification. We can then remove the part of $\lambda_1 e_1' \sim (\hat{\Gamma} \hat{\delta} \ 0) + \hat{\Gamma}_2 \hat{D}_2$ that is due to the over-identification by pre-multiplying $\hat{\lambda}_1 e_1'$ by $(\hat{\psi}' \hat{\psi})^{-\frac{1}{2}}$ and post-multiplying by $e_1$

$$\begin{align*}
(\hat{\psi}' \hat{\psi})^{-\frac{1}{2}} \hat{\psi}' \hat{\lambda}_1 e_1' & \sim (\hat{\Gamma} \hat{\delta} \ 0) + \hat{\Gamma}_2 \hat{D}_2 \\
& = (\ (\hat{\Gamma}) \hat{\delta} \ 0 \ ) e_1 = (\hat{\Gamma} \hat{\Gamma}) \hat{\delta}.
\end{align*} \hspace{1cm} (98)$$

such that $(\hat{\psi}' \hat{\psi})^{-\frac{1}{2}} \hat{\psi}' \hat{\lambda}_1$ corresponds with $(\hat{\Gamma}' \hat{\Gamma})^{-\frac{1}{2}} \hat{\delta}$ and we have used that $e_1' e_1 = 1$ and that $\hat{\psi}$ corresponds with $\hat{\Gamma}$. We can therefore use $(\hat{\psi}' \hat{\psi})^{-\frac{1}{2}} \hat{\psi}' \hat{\lambda}_1$ to conduct inference on $\hat{\delta}$ and thus also $\hat{\beta}$. As $\hat{\psi} (= \hat{\Gamma})$ is stochastic independent from $\hat{\lambda}_1$, $(\hat{\psi}' \hat{\psi})^{-\frac{1}{2}} \hat{\psi}' \hat{\lambda}_1$ has under $H_{03}$ a standard normal distribution

$$\hat{\lambda}_3 = (\hat{\psi}' \hat{\psi})^{-\frac{1}{2}} \hat{\psi}' \hat{\lambda}_1 \sim N(0, I_{m-1}), \hspace{1cm} (99)$$

and contains the elements of $\hat{\lambda}_1$ that reflect the significance of the structural parameters. We can now construct an exact test statistic to test hypotheses on the structural parameters using (99) as

$$\hat{\lambda}_3 \hat{\lambda}_3 \sim \chi^2(m-1). \hspace{1cm} (100)$$

To construct this statistic, we use the specification of $\hat{\lambda}_1$ and $\hat{\psi}$ (80)

$$\hat{\lambda}_1 = (X'X)^{\frac{1}{2}}\hat{\varphi}_1 \omega^{-\frac{1}{2}}, \ \hat{\psi} = (X'X)^{\frac{1}{2}}(\hat{\Phi}_2 - \hat{\varphi}_1 \omega^{-\frac{1}{2}} \omega_2) \Omega_{22.1}^{-\frac{1}{2}}, \hspace{1cm} (101)$$

and that $\hat{\lambda}_1$ and $\hat{\psi}$ are stochastic independent. Both $\hat{\lambda}_1$ and $\hat{\psi}$ contain unknown parameters. We replace these unknown parameters by estimators that are stochastic independent from $\hat{\Phi}_2$ and $\hat{\varphi}_1$. $\hat{\varphi}_1$ and $(\Phi_2 - \hat{\varphi}_1 \omega^{-\frac{1}{2}} \omega_2)$ are stochastic independent and distributed as

$$\begin{align*}
\hat{\varphi}_1 & \sim N(0, \omega_{11} \otimes (X'X)^{-1}), \\
\Phi_2 - \hat{\varphi}_1 \omega^{-\frac{1}{2}} \omega_2 & \sim N(\Phi_2, \Omega_{22.1} \otimes (X'X)^{-1}).
\end{align*} \hspace{1cm} (102)$$

Furthermore, see Muirhead (1982),

$$s_{11}^{-1}s_{12}|s_{11}) \sim N(\omega_{11}^{-1} \omega_2, \Omega_{22.1} \otimes s_{11}^{-1}), \hspace{1cm} (103)$$

such that we can replace $\omega_{11}^{-1} \omega_2$ by $s_{11}^{-1}s_{12}$ in (102) and obtain that

$$\begin{align*}
(\Phi_2 - \hat{\varphi}_1 s_{11}^{-1} s_{12}|s_{11}) & \sim N(\Phi_2, \Omega_{22.1} \otimes (X'X)^{-1}) + a,
\end{align*} \hspace{1cm} (104)$$

where $a = \hat{\varphi}_1(s_{11}^{-1} s_{12} - \omega_{11}^{-1} \omega_2)$ and $a$ is the product of two independent normal random variables that both have mean zero as $\hat{\varphi}_1 \sim N(0, \omega_{11} (X'X)^{-1})$, $(s_{11}^{-1} s_{12} - \omega_{11}^{-1} \omega_2|s_{11}) \sim$
\[ N(0, \Omega_{22,1} \otimes s_{11}^{-1}) \]. We can simplify \( a \) as \( a = (X'X)^{-\frac{1}{2}}bc'\Omega_{22,1}^{-\frac{1}{2}} \), where \( b \sim N(0, I_k) \) (\( b = \hat{\lambda}_1 \)), \( c|s_{11} \sim N(0, \psi_1^T\psi_1 s_{11}^{-1}) \) and \( b \) and \( c \) are stochastic independent.

It also holds that

\[ S_{22,1} = S_{22} - s_{21}s_{11}^{-1}s_{12} \sim W(\Omega_{22,1}, T - k - 1), \]  

where \( W \) stands for Wishart distributed and because of which we can specify \( S_{22,1}^{-\frac{1}{2}} \) as

\[ S_{22,1}^{-\frac{1}{2}} = \Omega_{22,1}^{-\frac{1}{2}}Q^{-\frac{1}{2}}, \]

where \( Q \sim W(I_{m-1}, T - k - 1) \), see Muirhead (1982). We can therefore use \( S_{22,1} \) to correct for the unknown variance \( \Omega_{22,1} \) in (104),

\[ [(X'X)^{\frac{1}{2}}(\Phi_2 - \hat{\psi}_1 s_{11}^{-1} s_{12}) S_{22,1}^{-\frac{1}{2}}] \sim N(\Theta_2 Q^{-\frac{1}{2}}, Q^{-1} \otimes I_k) + bc'Q^{-\frac{1}{2}}. \]

Both the conditioning random variables and the two random elements of (107) are stochastic independent from \( \lambda_1 \). The first element is stochastic independent as it is equal to \( \hat{\psi}Q^{-\frac{1}{2}} \) and \( \hat{\psi} \) and \( \lambda_1 \) are stochastic independent. The second element is stochastic independent from \( \lambda_1 \) (= \( b \)) as \( c \) is stochastic independent from \( \lambda_1 \). When we construct \( \hat{\psi} \) as equal to (107), its conditional mean given \( s_{11} \) and \( Q \) is equal to \( \Theta_2 Q^{-\frac{1}{2}} \). The resulting specification of \( \hat{\psi} \),

\[ \hat{\psi} = (X'X)^{\frac{1}{2}} \left( \Phi_2 - \hat{\psi}_1 s_{11}^{-1} s_{12} \right) S_{22,1}^{-\frac{1}{2}}, \]

is then such that \( S_{22,1} \) cancels out of the expression \( \hat{\psi}(\hat{\psi}'\hat{\psi})^{-1}\hat{\psi}' \). The random variable \( Q \) does then not affect \( \hat{\psi}(\hat{\psi}'\hat{\psi})^{-1}\hat{\psi}' \) such that we can consider the mean of \( \hat{\psi} \) as equal to \( \Theta_2 \). This specification of \( \hat{\psi} \) thus satisfies the two necessary conditions to be used in (99) and (100) as it is a random variable that is stochastic independent from \( \lambda_1 \) with a mean equal to \( \Theta_2 \). The exact test statistic for testing \( H_{03} \) against \( H_{13} \) then results as

\[
F(H_{03} | H_{13}) = \frac{1}{(m-1)s_{11}} y_1'X(X'X)^{-1}X'(Y_2 - y_1 s_{11}^{-1} s_{12}) [Y_2 - y_1 s_{11}^{-1} s_{12}]'X'(X'X)^{-1}X'Y_1 \\
= \frac{1}{(m-1)s_{11}} \left( \phi_1'X(X_2 - \hat{\phi}_1 s_{11}^{-1} s_{12}) \right)' \left( \phi_2 - \hat{\phi}_1 s_{11}^{-1} s_{12} \right)'X(X_2 - \hat{\phi}_1 s_{11}^{-1} s_{12})'X'X_2 \\
= \frac{\chi^2_{(m-1)/2}}{\chi^2_{(m-1)/2}} \sim F(1, m-1) \\
\sim \frac{\chi^2_{(m-1)/2}}{(m-1)} \sim F(m-1, T-k). \]  

To illustrate that (109) is an exact test statistic, we computed its empirical distribution for the data generating process for which the empirical distribution of the likelihood ratio based statistic (94) was different from its (asymptotic) theoretical distribution, \( i.e. \) the data generating process used for figure 9 with \( k = 20 \). Figure 12 contains this distribution jointly with the theoretical distribution and the empirical distributions of the likelihood ratio and likelihood ratio based statistics. As (109) is an exact test statistic, its empirical distribution coincides with its theoretical distribution. Figure 12 also shows that the distributions of the likelihood ratio and likelihood ratio based statistic (94) are identical but differ from their (asymptotic) theoretical distribution as they depend on nuisance parameters.
The statistic (109) can also be used to conduct tests on $\beta$ when it has more than one element. Also for these values of $m$ it is an exact test statistic. To illustrate this, we computed its empirical distribution for a data generating process with weak instruments, $m = 3$ and $k = 20$ with 18 superfluous instruments. Figure 13 shows that the theoretical and empirical distribution of the statistic (109) coincide as it is an exact statistic. Figure 13 also shows the empirical distribution of the likelihood ratio based statistic (94) which differs from its (asymptotic) theoretical distribution as it is not an exact statistic.

4.2.4 Value of some elements of the structural form parameter

The statistics (94) and (109) conduct a joint test on all of the elements of $\beta$. We can also use the orthogonal parameters to construct statistics that can be used to conduct tests on subsets of the elements of $\beta$. Consider, for example, the model,

$$
\begin{align*}
y_1 &= Y_2\beta_1 + Y_3\beta_2 + \varepsilon_1, \\
Y_2 &= \Xi_1 + V_2, \\
Y_3 &= \Xi_2 + V_3,
\end{align*}
$$

(110)

where $y_1, v_1 : T \times 1$; $Y_2, V_2 : T \times m_2$; $Y_3, V_3 : T \times m_3$, $m = m_2 + m_3 + 1$, $\beta_1 : m_2 \times 1$, $\beta_2 : m_3 \times 1$, $\Xi_1 : k \times m_2$, $\Xi_2 : k \times m_3$, $Y = (y_1, Y_2, Y_3)$, where we want to test the null hypothesis, $H_{04} : \beta_2 = 0$, against the alternative hypothesis $H_{14} : \beta_2 \neq 0$. The same assumptions hold for (110) as for the instrumental variables regression model (28). We specify the covariance matrix $\Omega$ and its estimator $S (= \frac{1}{T-k}Y' M_X Y)$ of the reduced form as, $\Omega = \begin{pmatrix} \Omega_{11} & \Omega_{12} \\ \Omega_{21} & \Omega_{22} \end{pmatrix}$, $S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix}$, where $\Omega_{11}, S_{11} : (m_2 + 1) \times (m_2 + 1)$; $\Omega_{12}, S_{12}, S_{21} : (m_2 + 1) \times m_3$; $\Omega_{22}, S_{22} : m_3 \times m_3$. 

Figure 12: Distribution test statistic $\beta = 0$, $\pi_1 = 0.1$, $k = 20$, $F(1, 80)$ theo. dis. (.), exact stat. (109) (-), LR based stat. (94) (---), LR stat (--).
Figure 13: Distribution test statistic $\beta = 0$, $m = 3$, weak instruments $k = 20$, $F(2, 80)$ theo.
dis. (..), exact stat. (109) (-), LR based stat. (94) (--)。

Likelihood Ratio Based Statistic Under $H_{04}$, the degree of over-identification of (110) is equal to $k - m_2 + 1$. When $\Omega$ is known, the likelihood based test statistics for testing $H_{04}$ against the unrestricted reduced form result from (89)

$$LR(H_{04}|H_1) = \lambda_{04}^\prime \hat{\lambda}_{04} = (\hat{B}_{04\perp} \Omega_{11} \hat{B}_{04\perp})^{-1} \hat{B}_{04\perp} Y_1^\prime (M_{X_2} f_1 - M_X) Y_1 \hat{B}_{04\perp} \sim \chi^2(k - m_2 + 1).$$

(111)

where $\hat{B}_{04} = (\hat{\beta}_1, I_{m_2})$, $Y_1 = (y_1, Y_2)$ and $(\hat{\beta}_1, \hat{\Pi}_1)$ are the liml estimators which are computed with $H_{04}$ imposed, i.e. the liml estimators of the instrumental variables regression model that only consists of the first $(m_2 + 1)$ equations of (10). Similarly, for testing the model under $H_{14}$ against the unrestricted reduced form, the likelihood based test statistics read

$$LR(H_{04}|H_1) = \lambda_{14}^\prime \hat{\lambda}_{14} = (\hat{B}_{1\perp} \Omega_{11} \hat{B}_{1\perp})^{-1} \hat{B}_{1\perp} Y_1^\prime (M_{X_2} f_1 - M_X) Y_1 \hat{B}_{1\perp} \sim \chi^2(k - m + 1),$$

(112)

where $\hat{B} = (\hat{\beta}, I_{m-1})$, $\beta = (\beta_1, \beta_2)$. When $\Omega$ is known, the likelihood ratio statistic for testing $H_{04}$ against $H_{14}$ is equal to the difference between (111) and (112)

$$LR(H_{04}|H_{14}) = LR(H_{04}|H_1) - LR(H_{14}|H_1)
= \lambda_{04}^\prime \hat{\lambda}_{04} - \lambda_{14}^\prime \hat{\lambda}_{14}
= (\hat{B}_{04\perp} \Omega_{11} \hat{B}_{04\perp})^{-1} \hat{B}_{04\perp} Y_1^\prime (M_{X_2} f_1 - M_X) Y_1 \hat{B}_{04\perp}
- (\hat{B}_{1\perp} \Omega_{11} \hat{B}_{1\perp})^{-1} \hat{B}_{1\perp} Y_1^\prime (M_{X_2} f_1 - M_X) Y_1 \hat{B}_{1\perp},$$

(113)

and is under $H_{04}$ distributed as a $\chi^2(m_3)$ random variable. Similar to (90), we have that under $H_{04}$

$$(T - k) \frac{\hat{B}_{04\perp} S_{11} \hat{B}_{04\perp}}{\hat{B}_{04\perp} \Omega_{11} \hat{B}_{04\perp}} \sim \chi^2(T - k),$$

(114)
where \( S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix} \) (52), with \( S_{11} : (m_2 + 1) \times (m_2 + 1); \ S_{12}, S_{21} : (m_2 + 1) \times m_3; \ S_{22} : m_3 \times m_3 \), such that

\[
F(H_{04}|H_{14}) = \frac{1}{m_3} \left[ \text{tr} \left( \left( S_{11}^{-1} - S_{11}^{-1} \hat{B}_{04} (\hat{B}_{04} S_{11}^{-1} \hat{B}_{04}^t) \hat{B}_{04} S_{11}^{-1} \right)^{-1} \hat{B}_{04} S_{11}^{-1} \right) Y_1^t (M_{XH_{11}} - M_X) Y_1 \right] - \text{tr} \left( \left( S_{11}^{-1} - S_{11}^{-1} \hat{B}_{04} (\hat{B}_{04} S_{11}^{-1} \hat{B}_{04}^t) \hat{B}_{04} S_{11}^{-1} \right)^{-1} \hat{B}_{04} S_{11}^{-1} \right) Y_1^t (M_{XH_{11}} - M_X) Y_1 \] 

\[
= \frac{1}{m_3} \left[ \frac{\text{tr} \left( \hat{B}_{04} Y_1^t (M_{XH_{11}} - M_X) Y_1 \hat{B}_{04}^t / \hat{B}_{04} S_{11} \hat{B}_{04}^t \right)} {\text{tr} \left( \hat{B}_{04} S_{11} \hat{B}_{04}^t \right) / (T-k) \hat{B}_{04} S_{11} \hat{B}_{04}^t / \hat{B}_{04} S_{11} \hat{B}_{04}^t \right) \right] / m_3 \right] 
\]

\[
\sim F(m_3, T - k),
\]

when \( T \) is sufficiently large. This results since both \( (T - k) \hat{B}_{04} S_{11} \hat{B}_{04}^t / \hat{B}_{04} S_{11} \hat{B}_{04}^t \) and \( (T - k) \hat{B}_{04} S_{11} \hat{B}_{04}^t / \hat{B}_{04} S_{11} \hat{B}_{04}^t \) are \( \chi^2(T - k) \) random variables divided by their degrees of freedom parameters. When \( T \) is sufficiently large they are therefore approximately equal to one.

**Exact Test Statistic** The statistic (115) is not an exact test statistic such that its distribution depends on nuisance parameters. In a similar way as for the joint test statistic on all the structural form parameters, we can also construct an exact test statistic to test hypotheses on subsets of the structural form parameters such as \( H_{14} : \beta_2 = 0 \) against \( H_{14} : \beta_2 \neq 0 \). To construct the exact test statistic for this hypothesis we use the specifications of \( \hat{\Theta} = (X'X)^{-1} \hat{\Phi} \Omega^{-1} \hat{\tau} \),

\[
\hat{\Theta} = \hat{\Gamma} \hat{D} + \hat{\Gamma}_\perp \hat{\lambda}_4 \hat{D}_\perp,
\]

where \( \hat{\Gamma} = ( \hat{\Gamma}_1 \ \ \hat{\Gamma}_2 ) \), \( \hat{\Gamma}_1 : k \times m_2, \hat{\Gamma}_2 : k \times m_3, \hat{D} = \begin{pmatrix} \hat{\delta}_1 & I_{m_2} & 0 \\ \hat{\delta}_2 & 0 & I_{m_3} \end{pmatrix} = \begin{pmatrix} \hat{D}_1 \\ \hat{D}_2 \end{pmatrix} \), \( \hat{\delta}_1 : m_2 \times 1, \hat{\delta}_2 : m_3 \times 1, \hat{\lambda}_4 : (k - m_2 - m_3) \times 1, \hat{\lambda}_5 : (k - m_2 - m_3) \times 1 \); and

\[
\hat{\Theta} = ( \hat{\Theta}_1 \ \ \hat{\Theta}_2 ), \ \ \hat{\Theta}_1 = \hat{G} \hat{E} + \hat{G}_\perp \hat{\lambda}_5 \hat{E}_\perp,
\]

where \( \hat{\Theta}_1 : k \times (m_2 + 1), \hat{\Theta}_2 : k \times m_3, \hat{E} = \begin{pmatrix} \hat{\xi}_1 & I_{m_2} \end{pmatrix}, \hat{\xi}_1 : m_2 \times 1, \hat{G} : k \times m_2, \) and \( \hat{\lambda}_5 : (k - m_2) \times 1 \). As \( \hat{\Theta} \) is identical in both specifications, \( \hat{\Theta}_1, \hat{\Theta}_2, \) and \( \hat{\delta}_1 \) from (116) correspond with \( \hat{G}, \hat{\Theta}_2 \) and \( \hat{\xi}_1 \) from (117) resp.. This then implies that

\[
( \hat{\Gamma}_1 \ \ \hat{\Gamma}_2 ) \begin{pmatrix} 0 & 0 & 0 \\ \hat{\delta}_2 & 0 & 0 \end{pmatrix} + \hat{\Gamma}_\perp \hat{\lambda}_4 \hat{D}_\perp
\]

from (116) corresponds with \( ( \hat{G}_\perp \hat{\lambda}_5 \hat{E}_\perp ) \) from (117). We can pre-multiply (118) by \( \hat{\Gamma}_2 \) and post-multiply by \( \left( \hat{D}_1 \right)_\perp \) , which corresponds with \( ( \hat{E}_\perp 0 ) \), and obtain that \( \hat{\Gamma}_2 \hat{D}_2 \) \( ( \hat{\delta}_2 \ 0 \ 0 ) \) \( \left( \hat{D}_1 \right)_\perp \) corresponds with \( \hat{\Theta}_2 \hat{G}_\perp \hat{\lambda}_5 \). This shows that we can use \( \left( \hat{\Theta}_2 \hat{G}_\perp \hat{G}_\perp \hat{\lambda}_5 \right)^{-2} \hat{\Theta}_2 \hat{G}_\perp \hat{\lambda}_5 \) to conduct inference on \( \hat{\delta}_2 \) and thus also \( \hat{\beta}_2 \). We therefore analyze the different elements of this expression to obtain an exact test statistic for conducting tests on \( \beta_2 \) only.
\[ \hat{\lambda}_5 \text{ is normally distributed} \]
\[ \hat{\lambda}_5 \sim N(0, I_{k-m_2}), \]  
(119)

from which it results that
\[ \hat{\lambda}_6 = \left( \hat{\Theta}_2 \hat{G}_\perp \hat{G}_\perp' \hat{\Theta}_2 \right)^{-\frac{1}{2}} \hat{\Theta}_2 \hat{G}_\perp \hat{\lambda}_5 \]
is distributed as
\[ \hat{\lambda}_6 \sim N(0, I_{m_3}), \]  
(120)
since both \( \hat{G}_\perp \) and \( \hat{\Theta}_2 \) are stochastic independent from \( \hat{\lambda}_5 \) and \( k - m_2 - m_3 > 0 \). We can use (120) to construct an exact test statistic to test \( H_{04} \) against \( H_{14} \) as
\[ \hat{\lambda}_6' \hat{\lambda}_6 \sim \chi^2(m_3). \]  
(121)

To construct the exact test statistic for testing \( H_{04} \) against \( H_{14} \), we first construct the different elements of \( \hat{\lambda}_6 \). \( \hat{\Theta}_2 \) results from (80)
\[ \hat{\Theta}_2 = (X'X)^{-\frac{1}{2}} \left( \hat{\Phi}_2 - \hat{\Phi}_1 \Omega_{11}^{-1} \Omega_{12} \right) \Omega_{22,1}^{-\frac{1}{2}} \]
\[ = (X'X)^{-\frac{1}{2}} X' ( Y_3 - ( y_1 \ y_2 ) \Omega_{11}^{-1} \Omega_{12} ) \Omega_{22,1}^{-\frac{1}{2}}, \]  
(122)

where \( \hat{\Phi}_1 = (X'X)^{-1} X' ( y_1 \ y_2 ) \), \( \hat{\Phi}_2 = (X'X)^{-1} X' Y_3 \), while \( \hat{\lambda}_5 \) and \( \hat{G}_\perp \) result from the decomposition of \( \hat{\Theta}_1 \) (117) and (86)-(88)
\[ \hat{\lambda}_5 = (\Pi_1') (X'X)^{-1} \Pi_{11} - \frac{1}{2} \Pi_1' (X'X)^{-1} X' ( y_1 \ y_2 ) \hat{B}_{11} (\hat{B}_{11} \Omega_{11} \hat{B}_{11}')^{-\frac{1}{2}}, \]  
\[ \hat{G}_\perp = (X'X)^{-\frac{1}{2}} \Pi_{11} (\Pi_1' (X'X)^{-1} \Pi_{11})^{-\frac{1}{2}}, \]  
(123)

where \( \Pi_1 \) and \( \hat{B}_1 \), which is used in \( \hat{B}_1 = ( \hat{b}_1 \ I_{m_2} ) \), are the limil estimators of the parameters of the instrumental variables regression model that only consists of the first \( (m_2 + 1) \) equations of (110). Combining these expressions, we obtain that
\[ \hat{\Theta}_2 \hat{G}_\perp = \Omega_{22,1}^{-\frac{1}{2}} \left( \hat{\Phi}_2 - \hat{\Phi}_1 \Omega_{11}^{-1} \Omega_{12} \right)' \Pi_{11} (\Pi_1' (X'X)^{-1} \Pi_{11})^{-\frac{1}{2}}, \]
(124)
such that
\[ \hat{\Theta}_2 \hat{G}_\perp \hat{\Theta}_2 = \Omega_{22,1}^{-\frac{1}{2}} \left( \hat{\Phi}_2 - \hat{\Phi}_1 \Omega_{11}^{-1} \Omega_{12} \right)' \Pi_{11} (\Pi_1' (X'X)^{-1} \Pi_{11})^{-1} \Pi_1' \left( \hat{\Phi}_2 - \hat{\Phi}_1 \Omega_{11}^{-1} \Omega_{12} \right) \Omega_{22,1}^{-\frac{1}{2}}
\]
\[ = \Omega_{22,1}^{-\frac{1}{2}} ( Y_3 - ( y_1 \ y_2 ) \Omega_{11}^{-1} \Omega_{12} )' \left[ M_{X \Pi_1} - M_X \right] ( Y_3 - ( y_1 \ y_2 ) \Omega_{11}^{-1} \Omega_{12} ) \Omega_{22,1}^{-\frac{1}{2}}, \]
(125)
and
\[ \hat{\Theta}_2 \hat{G}_\perp \hat{\lambda}_5 = \Omega_{22,1}^{-\frac{1}{2}} \left( \hat{\Phi}_2 - \hat{\Phi}_1 \Omega_{11}^{-1} \Omega_{12} \right)' \Pi_{11} (\Pi_1' (X'X)^{-1} \Pi_{11})^{-1} \Pi_1'
\]
\[ (X'X)^{-1} X' ( y_1 \ y_2 ) \hat{B}_{11} (\hat{B}_{11} \Omega_{11} \hat{B}_{11}')^{-\frac{1}{2}}
\]
\[ = \Omega_{22,1}^{-\frac{1}{2}} ( Y_3 - ( y_1 \ y_2 ) \Omega_{11}^{-1} \Omega_{12} ) [ M_{X \Pi_1} - M_X ] ( y_1 \ y_2 ) \hat{B}_{11} (\hat{B}_{11} \Omega_{11} \hat{B}_{11}')^{-\frac{1}{2}}, \]
(126)
As a consequence, we can express $\hat{\lambda}_6^\prime \hat{\lambda}_6$ as

$$
\hat{\lambda}_6^\prime \hat{\lambda}_6 = \frac{1}{B_{11, \Omega_{11}, B_{11}}^{-1}} \left( y_1 \ y_2 \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right) \\
\left( \left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right) \right)^{-1} \\
\left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_1 \ y_2 \right) \hat{B}_{11}^{-1} \\
= tr \left\{ \left( \Omega_{11}^{-1} - \Omega_{11}^{-1} \hat{B}_{11} \left( \hat{B}_{11} \Omega_{11}^{-1} \hat{B}_{11} \right)^{-1} \hat{B}_{11} \right) \left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_1 \ y_2 \right) \right\}.
$$

The expression of $\hat{\lambda}_6^\prime \hat{\lambda}_6$ in (127) contains the parameters $\Omega_{11}$ and $\Omega_{12}$ which are typically unobserved. We replace these parameters by estimators that are stochastic independent from $\Theta$, to obtain the exact test statistic. Using (90), it results that

$$
(T - K) \frac{\hat{B}_{11} \hat{S}_{11} \hat{B}_{11}^{-1}}{B_{11, \Omega_{11}, B_{11}}^{-1}} \sim \chi^2(T - k),
$$

as $S_{11}$ has a Wishart distribution with scale matrix $\Omega_{11}$ and $\hat{B}_{11}$ is stochastic independent from $S_{11}$. As explained for the exact test statistic for testing all the elements of $\beta$, we can also replace $\Omega_{11}^{-1} \Omega_{12}$ by $S_{11}^{-1} S_{12}$. The resulting expression of the exact test statistic for testing $H_{04}: \beta_2 = 0$ against $H_{14}: \beta_2 \neq 0$ that results from $\hat{\lambda}_6^\prime \hat{\lambda}_6$ then becomes,

$$
F(H_{04}|H_{14}) = \frac{1}{m_3} tr \left\{ \left( S_{11}^{-1} - S_{11}^{-1} \hat{B}_1 \left( \hat{B}_1 S_{11}^{-1} \hat{B}_1 \right)^{-1} \hat{B}_1 S_{11}^{-1} \right) \left( y_1 \ y_2 \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_3 - \left( y_1 \ y_2 \right) S_{11}^{-1} S_{12} \right)^{-1} \\
\left( y_3 - \left( y_1 \ y_2 \right) S_{11}^{-1} S_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_1 \ y_2 \right) \right\}
$$

$$
= \frac{1}{(T - k) B_{11, \Omega_{11}, \hat{B}_{11}}^{-1}} \left\{ \frac{1}{m_3} \frac{1}{B_{11, \Omega_{11}, \hat{B}_{11}}^{-1}} \left( y_1 \ y_2 \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \\
\left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^{-1} \\
\left( y_3 - \left( y_1 \ y_2 \right) \Omega_{11}^{-1} \Omega_{12} \right)^\prime \left[ M_{X\hat{\Pi}_1} - M_X \right] \left( y_1 \ y_2 \right) \hat{B}_{11} \\
\sim \chi^2(m_3)/(T - k) \sim F(m_3, T - k).
$$

(129)

For a data generating process with $T = 100$, $m = 3$, $m_3 = 1$, weak instruments, strong endogeneity and a large degree of over-identification (18), we computed the empirical distributions of the exact test statistic (129) and the likelihood ratio based statistic (115). Both of these empirical distributions and the theoretical distribution of the exact statistic (129), which is a $F(1, 80)$ distribution, are shown in figure 14. The theoretical distribution of (129) can be considered as the asymptotic distribution of (115). Figure 14 shows that the test statistic (129) is indeed an exact statistic as its empirical and theoretical distributions are identical. The distribution of the likelihood ratio based statistic (115) differs from its asymptotic distribution which shows that it is not an exact statistic and that its distribution in small samples depends on nuisance parameters.
4.3 Confidence Regions

Instead of testing for zero values of the structural form parameters the statistics in section 4.2 can also be used to test for other values. In that case we replace the endogenous variable $y_1$ by $y'_1 = y_1 - Y_2\beta_0$ when the hypothesis of interest is $H_{01}$ or $H_{03}$ and the hypothesized value for $\beta$ is $\beta_0$, or $y'_1 = y_1 - Y_2\beta_20$ in case $H_{04}$ is the hypothesis of interest and the hypothesized value for $\beta_2$ is $\beta_{20}$. Except for $y_1$ the whole analysis conducted in the previous sections then remains unchanged.

We can invert an observed test statistic using its distribution under the hypothesis of interest to obtain the $p$-value of the hypothesis. Using this procedure for different hypothesized values of $\beta_0$ or $\beta_{20}$ enables us to construct a $(100 - \alpha)$\% confidence region for $\beta$ or $\beta_2$. Since the statistics from the previous section are exact we can thus construct exact confidence regions even though the density of the mle depends on unobserved nuisance parameters. Note that the confidence regions of the parameters of the instrumental variables regression model can be unbounded, discontinuous or empty, see e.g. Dufour (1997) and Zivot et. al. (1998).

5 Conclusions

We showed that the convenient statistical properties that hold in linear models also apply to a more general class of models. This allows us to analyze these models in a novel manner. We therefore conducted such an analysis of the instrumental variables regression model and in this way obtained new insights into the statistical properties of this model. We constructed, for example, a novel expression for the density of the liml estimator and exact test statistics. Especially the latter are important for practitioners given the common appearance of weak instruments in applied work, see e.g. Angrist and Krueger (1991), and the robustness of these test statistics to this phenomenon. An important area for future research is therefore to apply
our test statistics to real data-sets and to study their power properties. This will also show how important our initial assumptions, like, for example, the normality of the disturbances, are. The assumption of normality of the disturbances can at least be relaxed to normality of the least squares estimator but some of our results probably also apply for mixtures of normal disturbances.

Another area of future research is to apply the analysis to other models that satisfy the orthogonality condition.
Appendix

A. Proof of Theorem 3: The marginal densities of the MLE and the Score Vector

The joint density of \((\hat{\psi}, \hat{\lambda})\) can be specified as

\[
p(\hat{\psi}, \hat{\lambda}) \propto p(\hat{\Theta}(\hat{\psi}, \hat{\lambda}))|J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))| \nonumber
\]

\[
\propto \left| \left( \left( \frac{\partial \mu}{\partial \psi'}(\hat{\psi}) \right) + \left( \lambda' \otimes I_k \right) \left( \frac{\partial \mu}{\partial \psi'}(\hat{\psi}) \right)' \right)' \left( \left( \frac{\partial q}{\partial \psi'}(\hat{\psi}) \right) + \left( \lambda' \otimes I_k \right) \left( \frac{\partial q}{\partial \psi'}(\hat{\psi}) \right)' \right) \right|^{\frac{1}{2}} \nonumber
\]

\[
\exp \left[ -\frac{1}{2} \left( r(\hat{\psi}) + q(\hat{\psi})\hat{\lambda} - \Theta \right)' \left( r(\hat{\psi}) + q(\hat{\psi})\hat{\lambda} - \Theta \right) \right]. \nonumber
\]

The orthogonality conditions (5) imply that we can also directly solve \(\hat{\psi}\) from \(\hat{\Theta}\) without the involvement of \(\hat{\lambda}\) since

\[
\left( \frac{\partial r}{\partial \psi'} \right)' \hat{\Theta} = \left( \frac{\partial r}{\partial \psi'} \right)' (r(\hat{\psi}) + q(\hat{\psi})\hat{\lambda}) = \left( \frac{\partial r}{\partial \psi'} \right)' r(\hat{\psi}) = \left( \frac{\partial r}{\partial \psi'} \right)' \hat{\Theta}(\hat{\psi}, \hat{\lambda})|_{\lambda=0}. \nonumber
\]

As a consequence, we can solve for \(\hat{\psi}\) from \(\hat{\Theta}\) by using (3)

\[
\left( \frac{\partial r}{\partial \psi'} \right)' \hat{\Theta} = \left( \frac{\partial r}{\partial \psi'} \right)' r(\hat{\psi}), \nonumber
\]

which, given a value of \(\hat{\Theta}\), are \(m\) equations with the \(m\) elements of \(\hat{\psi}\) as the only unknown elements such that \(\hat{\psi}\) is exactly identified. We can solve for \(\hat{\psi}\) as it results from the first two orthogonality conditions from (5) that \(r(\hat{\psi})\) is spanned by \(\frac{\partial r}{\partial \psi'}\), i.e. \(r(\hat{\psi}) = (\frac{\partial r}{\partial \psi'})(\hat{\psi})\), with \(g(\hat{\psi})\) a \(m\)-dimensional continuous differentiable function of \(\hat{\psi}\), such that a unique solution \(\hat{\psi}\) exists. When we solve for \(\hat{\psi}\) from \(\hat{\Theta}(\hat{\psi}, \lambda)\), we first map \(\hat{\Theta}(\hat{\psi}, \lambda)\) onto \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\), which is equal to \(r(\hat{\psi})\), and then solve for \(\hat{\psi}\) from \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\). The projection of \(\hat{\Theta}(\hat{\psi}, \lambda)\) onto \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\) is an orthogonal projection as the difference between \(\hat{\Theta}(\hat{\psi}, \lambda)\) and \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\), i.e. \(q(\hat{\psi})\lambda\), is orthogonal to \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\). Only the projection onto \(\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=0}\) is an orthogonal projection as projections onto other values of \(\lambda\), say \(\lambda_{\neq 0}\), do not have the property that the difference between the original value and the projected value is orthogonal to the projected value, \((\hat{\Theta}(\hat{\psi}, \lambda) - \hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=\lambda_{\neq 0}})'\hat{\Theta}(\hat{\psi}, \lambda)|_{\lambda=\lambda_{\neq 0}} \neq 0\). When we have obtained the value of \(\hat{\psi}\) from \(\hat{\Theta}\), we can construct \(\hat{\lambda}\) as

\[
\hat{\lambda} = q(\hat{\psi})' \hat{\Theta}. \nonumber
\]

Since \(\hat{\lambda}\) is not involved when we solve \(\hat{\psi}\) from \(\hat{\Theta}\), we can construct the marginal density of \(\hat{\psi}\) directly from the marginal density of \(\hat{\Theta}\). This is also reflected in the equation for \(\hat{\lambda}\) as that equation shows that, by construction, \(\hat{\lambda}\) is stochastic independent of \(\frac{\partial \mu}{\partial \psi'}(\hat{\psi})\) since \(\frac{\partial q}{\partial \psi'}(\hat{\psi})\) and \(q(\hat{\psi})\) are orthogonal and \(\hat{\Theta}\) has a normal distribution with an identity covariance matrix, while \(\frac{\partial \mu}{\partial \psi'}(\hat{\psi})\) is the random variable from which we obtain \(\hat{\psi}\). All implicit values of \(\hat{\lambda}\) in \(\hat{\Theta}(\hat{\psi}, \lambda)\) thus lead to the same value of \(\hat{\psi}\) when we solve for \(\hat{\psi}\). This shows that \(\hat{\lambda}\) operates in the space orthogonal to \(\frac{\partial r}{\partial \psi'}\) and does not influence the solution of \(\hat{\psi}\). When we solve for \(\hat{\psi}\)
we therefore (implicitly) conduct an orthogonal projection of $\hat{\Theta}(\hat{\psi}, \hat{\lambda})$ onto $\hat{\Theta}(\hat{\psi}, \hat{\lambda})|_{\hat{\lambda}=0} = \mathbf{r}(\hat{\psi})$ for all values of $\hat{\lambda}$ since $(\hat{\Theta}(\hat{\psi}, \hat{\lambda}) - \hat{\Theta}(\hat{\psi}, \hat{\lambda})|_{\hat{\lambda}=0})' \hat{\Theta}(\hat{\psi}, \hat{\lambda})|_{\hat{\lambda}=0} = 0$. Afterwards, given $\hat{\psi}$, we can then obtain the value of $\hat{\lambda}$ from $\hat{\Theta}(\hat{\psi}, \hat{\lambda})$. Integrating the joint density of $(\hat{\psi}, \hat{\lambda})$ over $\hat{\lambda}$ to obtain the marginal density of $\hat{\psi}$ is then identical to conditioning on the value of $\hat{\lambda}$ where all values of $\hat{\lambda}$ are mapped on using the orthogonal projection that we use to solve for $\hat{\psi}$, i.e. $\hat{\lambda} = 0$. The marginal density of $\hat{\psi}$ is therefore equal to the conditional density of $\hat{\psi}$ given that $\hat{\lambda}$ is equal to zero

$$
p(\hat{\psi}) \propto \int_{\mathbb{R}^{k-m}} p(\hat{\psi}, \hat{\lambda}) d\hat{\lambda}
= \int_{\mathbb{R}^{k-m}} p(\hat{\Theta}(\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda}=0} J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda}=0} p(\lambda|\hat{\psi}) d\hat{\lambda}
\propto \left[ p(\hat{\Theta}(\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda}=0} J(\hat{\Theta}, (\hat{\psi}, \hat{\lambda}))|_{\hat{\lambda}=0} \right] \int_{\mathbb{R}^{k-m}} p(\lambda|\hat{\psi}) d\hat{\lambda}
= p(\hat{\psi}|\hat{\lambda} = 0)
= p(\hat{\psi}|\hat{\lambda} = 0).
$$

Since we can solve for $\hat{\psi}$ from $\hat{\Theta}$ in a way that does not involve $\hat{\lambda}$, and therefore obtain the marginal density of $\hat{\psi}$, we can also construct the conditional density of $\hat{\lambda}$ given $\hat{\psi}$. Because

$$
\left( \frac{\partial \varphi}{\partial \varphi'} |_{\hat{\psi}} \right)' \hat{\Theta}
$$

is stochastic independent from $q(\hat{\psi})' \hat{\Theta}$, the conditional density of $\hat{\lambda}$ given $\hat{\psi}$ then results as

$$
p(\hat{\theta}|\hat{\psi}) \propto \exp \left[ -\frac{1}{2} (\hat{\lambda} - \lambda(\hat{\psi}))' (\hat{\lambda} - \lambda(\hat{\psi})) \right],
$$

where $\lambda(\hat{\psi}) = q(\hat{\psi})' \Theta$, and is a normal density

$$
\hat{\lambda}|\hat{\psi} \sim N(q(\hat{\psi})' \Theta, I_{k-m}).
$$

The random variable $\hat{\lambda}$ is essentially stochastic independent from $\hat{\psi}$ as $\hat{\psi}$ results from

$$
\left( \frac{\partial \varphi}{\partial \varphi'} |_{\hat{\psi}} \right)' \hat{\Theta}
$$

which is stochastic independent of $\hat{\lambda}$, $\hat{\psi}$ is therefore only reflected in the mean of the conditional (normal) density of $\hat{\lambda}$ and not in the variance. To construct the marginal density of $\hat{\lambda}$, we have to take the expectation of the mean of the conditional density of $\hat{\lambda}$ with respect to $\hat{\psi}$. In order to construct this expectation, we first construct the moment generating function of $r(\hat{\psi})$. The marginal density of $\hat{\psi}$ reads

$$
p(\hat{\psi}) = p(\hat{\psi}|\hat{\lambda} = 0)
= \left| \left( \frac{\partial \varphi}{\partial \varphi'} |_{\hat{\psi}} \right)' \left( \frac{\partial \varphi}{\partial \varphi'} |_{\hat{\psi}} \right) \right|^\frac{1}{2} \exp \left[ -\frac{1}{2} \left( r(\hat{\psi}) - r(\hat{\psi})' \left( r(\hat{\psi}) - r(\hat{\psi}) \right) \right) \right],
$$

where we have assumed that $E_{\hat{\psi}}(\hat{\Theta}) = r(\hat{\psi})$. We construct the moment generating function of $r(\hat{\psi})$ using

$$
M(u) = E_{\hat{\psi}} \left[ \exp \left( u' r(\hat{\psi}) \right) \right]
$$

such that

$$
E_{\hat{\psi}}(r(\hat{\psi})) = \left. \frac{\partial M(u)}{\partial u} \right|_{u=0}.
$$
The moment generating function of \( r(\psi) \) then results as

\[
M(u) = E_\psi \left[ \exp \left( u' r(\psi) \right) \right] = \int_{\mathbb{R}^m} \exp \left( u' r(\psi) \right) p(\psi) d\psi = \exp \left[ r(\psi)' u + \frac{1}{2} u' u \right] \int_{\mathbb{R}^m} c \left( \frac{\partial r}{\partial \psi} | \psi \right)^2 \left( \frac{\partial r}{\partial \psi} | \psi \right)^2 \frac{1}{2} \exp \left[ -\frac{1}{2} \left( r(\psi) - u \right)' \left( r(\psi) - u \right) \right] d\psi
\]

where \( c^{-1} = \int_{\mathbb{R}^m} \left( \frac{\partial r}{\partial \psi} | \psi \right)^2 \left( \frac{\partial r}{\partial \psi} | \psi \right)^2 \frac{1}{2} \exp \left[ -\frac{1}{2} \left( r(\psi) - u \right)' \left( r(\psi) - u \right) \right] d\psi \), such that

\[
E_\psi (r(\psi)) = \frac{\partial M(u)}{\partial u} \bigg|_{u=0} = r(\psi).
\]

Because \( E_\psi (\hat{\Theta}) = r(\psi) \) and \( E_\psi (r(\psi)) = r(\psi) \),

\[
E_\psi (\hat{\Theta}) = r(\psi) \iff E_{(\lambda, \hat{\psi})} (r(\psi) + q(\psi) \hat{\lambda}) = r(\psi),
\]

it results that

\[
E_{(\lambda, \hat{\psi})} (q(\psi) \hat{\lambda}) = 0.
\]

As explained before, \( \hat{\lambda} \) results from \( q(\hat{\psi})' \hat{\Theta} \) and \( \hat{\psi} \) results from \( \left( \frac{\partial r}{\partial \psi} \right)' \hat{\Theta} \) which are stochastic independent. Furthermore, \( \hat{\psi} \) is independently obtained of \( \hat{\lambda} \). As a consequence,

\[
E_{(\lambda, \hat{\psi})} (q(\hat{\psi}) \hat{\lambda}) = E_{\hat{\lambda}} E_{\hat{\psi}} (q(\hat{\psi}) \hat{\lambda}) = E_{\hat{\lambda}} E_{\hat{\psi}} (q(\hat{\psi}) \hat{\lambda}) = E_{\hat{\psi}} (q(\hat{\psi})) E_{\hat{\lambda}} (\hat{\lambda})
\]

and combining this with \( E_{(\lambda, \hat{\psi})} (q(\hat{\psi}) \hat{\lambda}) = 0 \) implies that \( E_{\hat{\lambda}} (\hat{\lambda}) = 0 \).

The marginal density of \( \hat{\lambda} \) results by integrating the product of the conditional density of \( \hat{\lambda} \) and the marginal density of \( \hat{\psi} \) over \( \hat{\psi} \). \( \hat{\psi} \) is only present in the mean of the conditional density of \( \hat{\lambda} \) such that we only need to consider the expectation of the mean of the conditional density with respect to \( \hat{\psi} \). As \( E_{\hat{\lambda}} (\hat{\lambda}) = 0 \), it then results that

\[
0 = E_{\hat{\lambda}} (\hat{\lambda}) = E_{\hat{\psi}} \left( E_{\hat{\lambda}|\hat{\psi}} (\hat{\lambda}) \right) = E_{\hat{\psi}} \left( q(\hat{\psi})' r(\psi) \right) = E_{\hat{\psi}} \left( q(\psi) \right)' r(\psi)
\]

and the marginal density of \( \hat{\lambda} \) is therefore standard normal

\[
\hat{\lambda} \sim N(0, I_{K-m}).
\]
B. Density LIML estimator

The density of the liml estimator $\hat{\beta}$ is constructed in four steps:

1. Construct the densities of the “$t$-values” of the least squares estimator and the covariance matrix estimator.

2. Construct conditional density of “$t$-values” given that they have reduced rank.

3. Solve for the liml estimator from the “$t$-values” under reduced rank and construct the joint density of $(\hat{\beta}, \Pi)$ and the covariance matrix estimator.

4. Integrate out $\Pi$ and obtain density of the liml estimator $\hat{\beta}$ given the covariance matrix estimator.

In the following we discuss each of the four different steps:

1. To construct the density of the LIML estimator of $\beta$, $\hat{\beta}$, we use that the OLS estimator, $\hat{\Phi} = (X'X)^{-1}X'Y$, is distributed as,

$$\hat{\Phi} \sim N(\Phi, \Omega \otimes (X'X)^{-1}),$$

where $\Phi = \Pi B B = (\beta \ I_{m-1})$. The “$t$-values” of $\hat{\Phi}$ are defined by $\hat{\Theta} = (X'X)^{1/2}\hat{\Phi}\Omega^{-1/2}$, and are distributed as,

$$\hat{\Theta} \sim N(\Theta, I_m \otimes I_k),$$

where $\Theta = (X'X)^{1/2}\Phi\Omega^{-1/2}$. The density function of these “$t$-values” therefore reads,

$$p(\hat{\Theta}) \propto \exp \left[ -\frac{1}{2} tr \left( \left( \hat{\Theta} - \Theta \right)' \left( \hat{\Theta} - \Theta \right) \right) \right].$$

The covariance matrix estimator $S = \frac{1}{T-k}Y'M_XY$ is distributed as,

$$S \sim W(\frac{1}{T-k}\Omega, T-k),$$

and is stochastically independent of $\hat{\Phi}$. The expectation of this random variable is $\Omega$. Instead of the covariance matrix estimator $S$, we use the covariance matrix estimator $\widehat{\Omega} = \Omega S^{-1}\Omega$ which is distributed as,

$$\widehat{\Omega} \sim iW((T-k)\Omega, T-k),$$

since $\widehat{\Omega}^{-1} \sim iW((T-k)\Omega^{-1}, T-k)$, and has expectation $\frac{T-k}{T-k-m-1}\Omega$. The density function of $\widehat{\Omega}$ reads,

$$p(\widehat{\Omega}) \propto |\Omega|^{-\frac{1}{2}(T-k+m+1)} \exp \left[ -\frac{1}{2} tr \left( (T-k)\widehat{\Omega}^{-1}\Omega \right) \right],$$

and $\widehat{\Omega}$ is also stochastically independent of $\hat{\Phi}$ and $\hat{\Theta}$.
2. To construct the conditional density of the "t-values" given that they have reduced rank, we specify \( \Theta \) as,

\[
\hat{\Theta} = \hat{\Gamma} \hat{D} + \hat{\Gamma}_\perp \hat{D}_\perp,
\]

where \( \hat{\Gamma} : k \times (m-1) \), \( \hat{D} : (m-1) \times m \), \( \hat{D} = (\hat{\delta} \ I_{m-1}) \), \( \hat{\delta} : (k - m + 1) \times 1 \), and \( \hat{\Gamma}_\perp \hat{D}_\perp \equiv 0 \), \( \hat{\Gamma}_\perp \hat{D}_\perp \equiv I_{k-m+1}, \hat{D}_\perp \hat{D}'_\perp \equiv 0, \hat{D}_\perp \hat{D}'_\perp \equiv 1 \), which results from a singular value decomposition of \( \hat{\Theta} \). The density of the liml estimators results from the density of \((\hat{\Gamma}, \hat{\delta})\) given that \( \hat{\lambda} = 0 \),

\[
p(\hat{\Gamma}, \hat{\delta}) \propto p(\hat{\Theta}(\hat{\Gamma}, \hat{\delta}, \hat{\lambda}))|_{\hat{\lambda}=0} \\|J(\hat{\Theta}, (\hat{\Gamma}, \hat{\delta}, \hat{\lambda}))|_{\hat{\lambda}=0}\| \nonumber \\
\propto \left| \left( \begin{array}{cc} \hat{D}' \otimes I_k & \hat{\delta} \otimes \hat{\Gamma} \\ \hat{\delta}' \otimes \hat{\Gamma}' & \hat{\Gamma}' \end{array} \right) \right|^{\frac{1}{2}} \exp \left[ -\frac{1}{2} tr \left( \left( \hat{\Gamma} \hat{D} - \Theta \right)' \left( \hat{\Gamma} \hat{D} - \Theta \right) \right) \right] \\
\propto \left| \hat{\Gamma}' \right|^{\frac{1}{2}} \left| (I_{m-1} \otimes I_k) - (\hat{\delta}' \otimes M_{\hat{\Gamma}}) \right|^{\frac{1}{2}} \exp \left[ -\frac{1}{2} tr \left( \left( \hat{\Gamma} \hat{D} - \Phi \right)' \left( \hat{\Gamma} \hat{D} - \Phi \right) \right) \right] \\
\propto \left| \hat{\Gamma}' \right|^{\frac{1}{2}} \left| I_{m-1} + \hat{\delta}' \right|^{\frac{1}{2}(k-m+1)} \exp \left[ -\frac{1}{2} tr \left( \left( \hat{\Gamma} \hat{D} - \Phi \right)' \left( \hat{\Gamma} \hat{D} - \Phi \right) \right) \right].
\]

3. The liml estimators can be solved from \( \hat{\Gamma} \hat{D} \) by using an estimator for the unknown covariance matrix \( \Omega \). This estimator is also a random variable and needs to have a mean proportional to \( \Omega \) and to be stochastically independent from \( \hat{\Theta} \). Instead of \( S \) we use \( \Omega \) as estimator/random variable to represent \( \Omega \) as it leads to a more convenient expression of the density of the liml estimator. Because of the rank reduction imposed on \( \hat{\Theta} \), we can exactly solve for the liml estimators from \( \hat{\Gamma} \hat{D} \),

\[
\hat{\Gamma} \hat{D} = (X'X)^{\frac{1}{2}} \Pi B \hat{\Omega}^{-\frac{1}{2}} = (X'X)^{\frac{1}{2}} \Pi B \hat{\Omega}^{\frac{1}{2}} \left( \left( \hat{\Omega}_{2} \right)^{-1} \hat{B} \hat{\omega}_1 \ I_{m-1} \right),
\]

where \( \hat{\Omega}^{-\frac{1}{2}} = (\hat{\omega}_1 \ \hat{\Omega}_2) \) with \( \hat{\omega}_1 \) a \( m \times 1 \) vector and \( \hat{\Omega}_2 \) a \( m \times (m-1) \) matrix such that \( \hat{\delta} = (\hat{B} \hat{\Omega}_2)^{-1} \hat{B} \hat{\omega}_1 \) and \( \hat{\Gamma} = (X'X)^{\frac{1}{2}} \Pi B \hat{\Omega}_2 \).

To construct the Jacobian of the transformation from \( (\hat{\Gamma}, \hat{\delta}) \) to \( (\hat{\Pi}, \hat{\beta}) \), \( J((\hat{\Gamma}, \hat{\delta}), (\hat{\Pi}, \hat{\beta})) \), \( \hat{\delta} = (\hat{B} \hat{\Omega}_2)^{-1} \hat{B} \hat{\omega}_1 \), \( \hat{\Gamma} = (X'X)^{\frac{1}{2}} \Pi B \hat{\Omega}_2 \), we use the following results:

\[
\frac{\partial \text{vec}(\hat{\delta})}{\partial \text{vec}(\hat{\beta})} = \left( \hat{\omega}_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \frac{\partial \text{vec}(B)}{\partial \text{vec}(\hat{\beta})} - \left( \hat{\omega}_1 \hat{B}' \otimes I_{m-1} \right) \left( \left( \hat{B} \hat{\Omega}_2 \right)^{-1} \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \left( \hat{\Omega}_2 \otimes I_{m-1} \right) \frac{\partial \text{vec}(B)}{\partial \text{vec}(\hat{\beta})} \\
= \left( \hat{\omega}_1 e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) - \left( \hat{\omega}_1 \hat{B}' (\hat{B} \hat{\Omega}_2)^{-1} \hat{\Omega}_2 e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \\
= \left( \hat{\omega}_1 \left( I_{m} - \hat{B}' (\hat{B} \hat{\Omega}_2)^{-1} \hat{\Omega}_2 e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \right) e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1},
\]

\[
\frac{\partial \text{vec}(\hat{\Gamma})}{\partial \text{vec}(\hat{\Pi})} = \left( \hat{\Omega}_2 \hat{B}' \otimes (X'X)^{\frac{1}{2}} \right),
\]

where \( e_1 \) is the first \( m \) dimensional unity vector. Because \( \frac{\partial \text{vec}(\hat{\delta})}{\partial \text{vec}(\hat{\beta})} = 0 \), the Jacobian then becomes

\[
\left| J((\hat{\Gamma}, \hat{\delta}), (\hat{\Pi}, \hat{\beta})) \right| = \left| \frac{\partial \text{vec}(\hat{\delta})}{\partial \text{vec}(\hat{\beta})} \right| \left| \frac{\partial \text{vec}(\hat{\Gamma})}{\partial \text{vec}(\hat{\Pi})} \right| \\
= \left| \hat{\omega}_1 \left( I_{m} - \hat{B}' (\hat{B} \hat{\Omega}_2)^{-1} \hat{\Omega}_2 e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \right| \left| (\hat{\Omega}_2 \hat{B}' \otimes (X'X)^{\frac{1}{2}}) \right| \\
= \left| (\hat{B} \hat{\Omega}_2)^{k-m+1} \left( X'X \right)^{\frac{1}{2}(m-1)} \right| \left| \hat{\omega}_1 \left( I_{m} - \hat{B}' (\hat{B} \hat{\Omega}_2)^{-1} \hat{\Omega}_2 e_1 \otimes (\hat{B} \hat{\Omega}_2)^{-1} \right) \right|^{(m-1)}.
\]
The joint density of \((\hat{\Pi}, \hat{\beta})\) and \(\hat{\Omega}\) then reads,

\[
p(\hat{\Pi}, \hat{\beta}, \hat{\Omega}) \propto p(\Gamma(\hat{\Pi}, \hat{\beta}, \hat{\Omega}), \delta(\hat{\Pi}, \hat{\beta}, \hat{\Omega})) \cdot J(\hat{\Gamma}, \hat{\delta}, \hat{\Pi}, \hat{\beta}) \cdot p(\Omega)
\]

\[
\propto [\hat{\Omega}_2 B' \hat{\Pi}' X' \hat{X} \hat{B} \hat{\Omega}_2]^{\frac{k}{2}} J_{m-1} + \left[ B \hat{\Omega}_2 \right]^{-1} \hat{B} \hat{\omega}_1 \hat{B}' \left( B \hat{\Omega}_2 \right)^{-1} \left[ \hat{\Omega}^{-\frac{1}{2}} \right]^{(k-m+1)} \left[ (\hat{\Pi} \hat{B} - \Pi B) X' X (\hat{\Pi} \hat{B} - \Pi B) + (T - k) \Omega \right] \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \left\{ \left( \hat{\Pi} \hat{B} - \Pi B \right) X' X \left( \hat{\Pi} \hat{B} - \Pi B \right) + (T - k) \Omega \right\} \right) \right]
\]

\[
\propto [B \hat{\Omega}_2]^{-(k-m)} \left[ \hat{\Pi}' X' \hat{X} \hat{\Pi} \right]^{\frac{k}{2}} \left[ B \hat{\Omega}_2 \hat{B}' + \hat{B} \hat{\omega}_1 \hat{B} \right]^{\frac{k}{2}} \left[ \hat{\Omega}^{-\frac{1}{2}} \right]^{(k-m+1)} \left[ \hat{\Omega}^{-\frac{1}{2}} \right]^{(k-m+1)} \left[ (\hat{\Pi} \hat{B} - \Pi B) X' X (\hat{\Pi} \hat{B} - \Pi B) + (T - k) \Omega \right] \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \left\{ (\hat{\Pi} \hat{B} - \Pi B) X' X (\hat{\Pi} \hat{B} - \Pi B) + (T - k) \Omega \right\} \right) \right]
\]

since \(\hat{\Omega}_2 \hat{\omega}_1 + \hat{\omega}_1 \hat{\omega}_1 = \hat{\Omega}^{-1}\) and \(\hat{B} \hat{\Omega}_2\) is a square matrix.

In the following we use that \(\hat{\Omega} = \left( \begin{array}{cc} \hat{\Omega}_{11} & \hat{\Omega}_{12} \\ \hat{\Omega}_{21} & \hat{\Omega}_{22} \end{array} \right)\), \(\hat{\Omega}_{11} : 1 \times 1; \hat{\Omega}_{21}, \hat{\Omega}_{12} : (m - 1) \times 1; \hat{\Omega}_{22} : (m - 1) \times (m - 1), \hat{\Omega}_{11,2} = \hat{\Omega}_{11} - \hat{\Omega}_{12} \hat{\Omega}_{22}^{-1} \hat{\Omega}_{21},\) and that

\[
\left| \hat{\Omega}_2 B \right| \hat{\omega}_1 \left( I_{m-1} - B' \left( \hat{\Omega}_2 B' \right)^{-1} \hat{\Omega}_2 \right) e_1 = \left( \begin{array}{c} \omega_1 e_1 \\ \hat{\omega}_1 \hat{B}' \end{array} \right) \left( \begin{array}{c} \omega_1 \hat{\Omega}_2 \\ \hat{\omega}_1 \hat{\Omega}_2 \hat{B}' \end{array} \right) = \left( \begin{array}{c} \omega_1 \hat{\Omega}_2 \end{array} \right) \left( \begin{array}{c} e_1 \hat{B} \end{array} \right)' = \left( \begin{array}{c} \omega_1 \hat{\Omega}_2 \end{array} \right) = \left| \hat{\Omega}^{-\frac{1}{2}} \right|
\]

since \(\hat{B} = \left( \hat{\beta} \ I_{m-1} \right)\).

The density \(p(\hat{\Pi}, \hat{\beta}, \hat{\Omega})\) then becomes,

\[
p(\hat{\Pi}, \hat{\beta}, \hat{\Omega}) \propto \left| \hat{B} \hat{\Omega}_2 \right|^{-(k-m)} \left| \hat{\Pi}' X' \hat{X} \hat{\Pi} \right|^{\frac{k}{2}} \left| B \hat{\Omega}^{-1} \hat{B}' \right|^{\frac{k}{2}} \left| \hat{\Omega}^{-\frac{1}{2}} \right|^{(k-m+1)} \left| \hat{\Omega}^{-\frac{1}{2}} \right|^{(k-m+1)} \left[ \hat{\Omega}^{-\frac{1}{2}} \right]^{(k-m+1)} \left[ (\hat{\Pi} \hat{B} - \Pi B) X' X (\hat{\Pi} \hat{B} - \Pi B) + (T - k) \Omega \right] \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \left\{ (\hat{\Pi} \hat{B} - \Pi B) X' X (\hat{\Pi} \hat{B} - \Pi B) + (T - k) \Omega \right\} \right) \right]
\]

4. To construct the conditional density of \(\hat{\beta}\) given \(\hat{\Omega}\), we first decompose the trace com-
ponent of the density \( p(\hat{\Pi}, \hat{\beta}, \hat{\Omega}) \) as,

\[
\begin{align*}
\text{tr} \left( \hat{\Omega}^{-1} \left( \hat{\Pi} \hat{B} - \Pi B \right) X' X \left( \hat{\Pi} \hat{B} - \Pi B \right) \right) &= \\
\text{tr} \left( \hat{\Omega}^{-1} \left( B' \hat{\Pi}' X' X \hat{\Pi} \hat{B} - B' \hat{\Pi}' X \Pi B + B' \Pi X' \Pi B \right) \right) &= \\
\text{tr} \left( \left( \hat{\Omega}^{-1} - \hat{\Omega}^{-1} \hat{B}' \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{-1} \hat{B} \hat{\Omega}^{-1} \right) B' \Pi X' \Pi B \right) + \text{tr} \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \left( \hat{\Pi} - \Psi \right)' X' X \left( \hat{\Pi} - \Psi \right) \right) &= 
\end{align*}
\]

where \( \Psi = \Pi B \hat{\Omega}^{-1} \hat{B}' \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{-1} \). To obtain the conditional density of \( \hat{\beta} \) given \( \hat{\Omega} \), we construct the integral of the joint density of \((\hat{\Pi}, \hat{\beta}, \hat{\Omega})\) over \( \hat{\Pi} \),

\[
p(\hat{\beta}, \hat{\Omega}) \propto |\hat{\Omega}|^{-\frac{1}{2}(k+2m)} |\hat{\Pi}' X' \hat{\Pi}|^{\frac{1}{2}} |\hat{B} \hat{\Omega}^{-1} \hat{B}'|^{\frac{1}{2}(k-m+1)} |X' X|^{\frac{1}{2}(m-1)} \exp \left[ -\frac{1}{2} \text{tr} \left( \left( \hat{\Omega}^{-1} - \hat{\Omega}^{-1} \hat{B}' \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{-1} \hat{B} \hat{\Omega}^{-1} \right) B' \Pi X' \Pi B \right) \right] \left( \hat{\Pi} - \Psi \right)' X' X \left( \hat{\Pi} - \Psi \right) \right] d\hat{\Pi} =
\]

\[
\begin{align*}
\exp \left[ -\frac{1}{2} \text{tr} \left( \left( \hat{\Omega}^{-1} - \hat{\Omega}^{-1} \hat{B}' \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{-1} \hat{B} \hat{\Omega}^{-1} \right) B' \Pi X' \Pi B \right) \right] \\
\exp \left[ -\frac{1}{2} \text{tr} \left( \left( \hat{\Pi} - \Psi \right)' X' X \left( \hat{\Pi} - \Psi \right) \right) \right] d\hat{\Pi} =
\end{align*}
\]

\[
\begin{align*}
\exp \left[ -\frac{1}{2} \text{tr} \left( \left( \hat{\Pi} - \Psi \right)' X' X \left( \hat{\Pi} - \Psi \right) \right) \right] d\hat{\Pi} =
\end{align*}
\]

where \( \hat{\Pi} = (X' X)^{\frac{1}{2}} \hat{\Pi} \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{\frac{1}{2}} \), \( \hat{\Psi} = (X' X)^{\frac{1}{2}} \hat{\Pi} \left( \hat{B} \hat{\Omega}^{-1} \hat{B}' \right)^{\frac{1}{2}} \),

since \( |J(\hat{\Pi}, \hat{\Psi})| = |X' X|^{-\frac{1}{2}(m-1)} |\hat{B} \hat{\Omega}^{-1} \hat{B}'|^{-\frac{1}{2}k} \) and \( |\hat{\Pi}' X' \hat{\Pi}|^{\frac{1}{2}} = |\hat{\Psi}' X \hat{\Psi}|^{\frac{1}{2}} |\hat{B} \hat{\Omega}^{-1} \hat{B}'|^{-\frac{1}{2}} \). The integral in the above expression is a non-central moment of a matrix normal random matrix. We construct this expression for the case that \( \hat{\Pi} \) is a vector which implies that \( m = 2 \).

When \( \hat{\Psi} = n(\hat{\Psi}, I_k) \), it holds that \( w = \hat{\Psi}' \hat{\Psi} \sim \chi^2(k, \mu) \), where \( \mu = \hat{\Psi}' \hat{\Psi} \) is the non-centrality parameter of the non-central \( \chi^2 \) distribution and \( k \) the degrees of freedom parameter. The density function of a non-central \( \chi^2 \) reads, see Johnson and Kotz (1970) and Muirhead (1982),

\[
p_{\chi^2(k, \mu)}(w) = \sum_{j=0}^{\infty} \left( \frac{(\mu)^j}{j!} \right) \exp \left[ -\frac{1}{2} \mu \right] p_{\chi^2(k+2j)}(w),
\]

where \( p_{\chi^2(k+2j)}(w) \) is the density function of a standard \( \chi^2 \) random variable with \( k+2j \) degrees of freedom. Note that the weights, which correspond with a Poisson density, sum to one. The expectation of \( w^\frac{1}{2} \) when \( w \sim \chi^2(k+2j) \) reads,

\[
E_{\chi^2(k+2j)} \left[ w^\frac{1}{2} \right] = 2\pi \frac{\Gamma(\frac{1}{2}(k+2j+1))}{\Gamma(\frac{1}{2}(k+2j))}.
\]
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The expectation of $w^{\frac{1}{2}}$ over the non-central $\chi^2$ distribution therefore reads,

$$E_{\chi^2(k, \mu)} \left[ w^{\frac{1}{2}} \right] = \sum_{j=0}^{\infty} \left( \frac{\lambda}{j!} \right)^j \exp \left[ -\frac{1}{2} \mu \right] E_{\chi^2(k+2j)} \left[ w^{\frac{1}{2}} \right]$$

$$= \sum_{j=0}^{\infty} \left( \frac{\lambda}{j!} \right)^j \exp \left[ -\frac{1}{2} \mu \right] 2^{\frac{1}{2}} \frac{\Gamma \left( \frac{1}{2}(k+2j+1) \right)}{\Gamma \left( \frac{1}{2}(k+2j) \right)}.$$ 

The integral needed to obtain the conditional density of $\hat{\beta}$ given $\hat{\Omega}$ thus reads,

$$\int |\hat{\Omega}^\frac{1}{2} \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \left[ \hat{\Omega}^{-1} \hat{\beta}' (\hat{\Omega}^{-1} \hat{\beta}')^{-1} \hat{\Omega}^{-1} B' \Pi' X' \Pi B \right] \right]$$

$$\propto E_{\chi^2(k, \mu)} \left[ w^{\frac{1}{2}} \right]$$

$$\propto \sum_{j=0}^{\infty} \left( \frac{\lambda}{j!} \right)^j \exp \left[ -\frac{1}{2} \mu \right] \frac{2^{\frac{1}{2}} \Gamma \left( \frac{1}{2}(k+2j+1) \right)}{\Gamma \left( \frac{1}{2}(k+2j) \right)}$$

such that the joint density of $\hat{\beta}$ and $\hat{\Omega}$ becomes,

$$\begin{align*}
\rho(\hat{\beta}, \hat{\Omega}) &\propto \left| \hat{\Omega} \right|^{-\frac{1}{2} (T-k+2m)} \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^{-\frac{1}{2} m} \exp \left[ -\frac{1}{2} tr \left( (T-k) \hat{\Omega}^{-1} \hat{\beta} \right) \right] \\
&\quad \times \sum_{j=0}^{\infty} \left( \frac{1}{j!} \right)^j \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \{ (T-k) \hat{\Omega} + B' \Pi' X' \Pi B \} \right) \right] \\
&\quad \times 2^{\frac{1}{2}} \frac{\Gamma \left( \frac{1}{2}(k+2j+1) \right)}{\Gamma \left( \frac{1}{2}(k+2j) \right)} \right]$$

$$\int \hat{\Omega}^{-1} \left( \hat{\Omega}^{-1} \hat{\beta}' (\hat{\Omega}^{-1} \hat{\beta}')^{-1} \hat{\Omega}^{-1} B' \Pi' X' \Pi B \right) \frac{\rho(\hat{\beta}, \hat{\Omega})}{\left| \hat{\Omega} \right|^{-\frac{1}{2} (T-k+2m)} \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^{-\frac{1}{2} m}}$$

since

$$\left| \hat{B} \hat{\Omega}^{-1} \hat{\beta}' \right| = \left| \hat{\Omega}^{-1} \hat{\beta}' \right| \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^j \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^{-\frac{1}{2} m}$$

and

$$\left| B \hat{\Omega}^{-1} \hat{\beta}' \right| = \left| \hat{\Omega}^{-1} \hat{\beta}' \right| \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^j \left| \hat{\Omega}^{-1} \hat{\beta}' \right|^{-\frac{1}{2} m}.$$
and
\[ p(\hat{\beta}, \hat{\Omega}) \propto p(\hat{\beta} | \hat{\Omega}) q(\hat{\Omega}) \]
such that
\[
p(\hat{\beta} | \hat{\Omega}) = \left| \frac{1}{2} \right|^{i_m} \left( \hat{\Omega}^{-1} + (\hat{\Omega}^{-1}_{12} - \hat{\beta}' \hat{\Omega}^{-1}_{11} \hat{\Omega}^{-1}_{22} \hat{\beta} - \hat{\beta}' \hat{\Omega}^{-1}_{11} \hat{\Omega}^{-1}_{22} \hat{\beta}) \right)^{-\frac{1}{2}}
\]
\[
q(\hat{\Omega}) \propto |\hat{\Omega}|^{-\frac{1}{2}(T-k+2m)} \exp \left[ -\frac{1}{2} tr \left( \hat{\Omega}^{-1} \left( (T-k)\hat{\Omega} + B'\Pi' \hat{X}' \hat{X} \Pi B \right) \right) \right].
\]
The function \( q(\hat{\Omega}) \) is the density that belongs to an inverted-Wishart distributed random matrix \( \Delta, \Delta \sim iW((T-k)\Omega + B'\Pi' \hat{X}' \hat{X} \Pi B, T - k + m - 2) \). This inverted-Wishart random matrix has a mean equal to \( \frac{1}{2} ((T-k)\Omega + B'\Pi' \hat{X}' \hat{X} \Pi B) \approx \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B \) and its variance is proportional to \( \frac{1}{2} \), see Muirhead (1982). The inverted-Wishart density \( q(\hat{\Omega}) \), which is not the marginal density of \( \hat{\Omega} \), is therefore centered close around its mean for reasonably large values of \( T \) (\( T > 25 \)). Hence, already for moderate values of \( T \), we can consider \( q(\hat{\Omega}) \) as a point mass at \( \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B \). The marginal density of \( \hat{\beta} \) then results as
\[
p(\hat{\beta}) \propto \int p(\hat{\beta}, \hat{\Omega}) d\hat{\Omega} = \int p(\hat{\beta}, \hat{\Omega}) I(\hat{\Omega}, \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B) d\hat{\Omega} = p(\hat{\beta} | \hat{\Omega}) |_{\hat{\Omega} = \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B} = p(\hat{\beta} | \hat{\Omega}) \bigg|_{\hat{\Omega} = \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B},
\]
where \( I(\hat{\Omega}, \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B) = 1 \) when \( \hat{\Omega} = \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B \) and is equal to zero elsewhere. This is the reason why we use \( \hat{\Omega} \) instead of \( S \) since we can not decompose the joint density of \( (\hat{\beta}, S) \) as the product of the conditional density of \( \hat{\beta} \) given \( S \) and a standard function of \( S \) that has convenient convergence properties.

When \( \Pi = 0 \), the conditional density of \( \hat{\beta} \) simplifies to,
\[
p(\hat{\beta} | \Omega) \propto \left| \frac{1}{2} \right|^{i_m} \left( \Omega^{-1} + (\Omega^{-1}_{12} - \hat{\beta}' \Omega^{-1}_{11} \hat{\Omega}^{-1}_{22} \hat{\beta} - \hat{\beta}' \Omega^{-1}_{11} \hat{\Omega}^{-1}_{22} \hat{\beta}) \right)^{-\frac{1}{2}},
\]
which is a Cauchy density. Another simplification occurs when \( \beta = \hat{\Omega}^{-1}_{22} \hat{\Omega}_{21} \) as in that case the term \( B \hat{\Omega}^{-1} B' \) is equal to \( \hat{\Omega}^{-1} \) and \( p(\hat{\beta} | \hat{\Omega}) \) is a symmetric density then.

We note that the density \( p(\hat{\beta} | \hat{\Omega}) \) has a simpler functional form than the density derived in Mariano and Sawa (1971), which involves a triciplate infinite series whereas \( p(\hat{\beta} | \hat{\Omega}) \) constructed above only involves a single infinite series. The density constructed by Mariano and Sawa is the marginal density though while the density constructed above is the conditional density given \( \hat{\Omega} \). As the joint density \( p(\hat{\beta}, \hat{\Omega}) \) quickly converges, when \( T \) increases, to the density \( p(\hat{\beta}, \hat{\Omega}) I(\hat{\Omega}, \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B) \propto p(\hat{\beta} | \hat{\Omega}) = \Omega + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B) I(\hat{\Omega}, \hat{\Omega} + B'\Pi' \left( \frac{\hat{X}' \hat{X}}{T} \right) \Pi B) \), we can use the latter conditional density as the marginal density of \( \hat{\beta} \).

References


